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ABSTRACT

The air flow field through a deciduous forest cdge was measured. Measurement
was accomplished using orthogonal hot-film anemometers coupled with a direction
sensor, This measurement system is called a TFWOES ( Triple Filr, Wind Octant

Electronic Sensor ). High frequency temperature data was also ccliected.

Méasuremcnts are presented primarily for ncar-neutral conditions and indicate
the role of foliage and the edge on this flow field. The edge displaces the mcan
flow upward but also acts as a longitudinal momentum source in the {oliage in
edge fetch flows. This flow is extremely complex with highest turbulent intensities
in the trunk space. Spectral analysis indicates that there is increased spectral
density here at length scales possibly corresponding to the height of.the edge, local
terrain and canopy elements. Comparison of the foliated and unfoliated flows in-
dicaies that the air is less effective penetrating the foliated canopy because of in-

creased drag but that the relationship between foliage density and drag coefficient

is complicated.
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SYMBOL LIST
A = area (m?)
ASL = atmospheric surface layer
a, = discrete Fourier coefficient
B = Bowen ratio
b, = discrete Fourier coeflicient
Cp = drag coefficient
C(w) = co-spectral function
¢, = specific heat (Jkg“"K"‘ )
D ( t) = digital detection function
d = zcro planc displacement ( m )

d, = characteristic length (m)
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E = voltage (V)

Fp = drag force ( kg ms=2)

f= frequency ( s7!)

f= dimensionless {requency

g = acceleration of gravity (ms~! )

g ( @ ) = continuous Fourier coeflicient

H = vertical heat flux ( W m~2)

H = hole size in quadrant analysis

h = canopy height (m)

=2
é
I

=
i

pitch factor

I = current ( Amps)

coefficient of convcctive heat transfer

T




Iy = intermittency function ( Eqn. 5.42)
Ky = turbulent transfer coefficient of momentum , :

Ky = quantity threshold value

it

k = wave number ( m~?)

kyy = thermal diffusivity m2s-!

k, = von Karman’s consta‘gt (~.4)
k, = yaw factor .. | - ,

k(w) = continuous Fourier coefficient _

L = length of wire (m)

L = Eq 549

L sub s = scaling length (m) (Eq 1.28)

I, = local mixing length ( m )
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+N = number of data points

" N; = Nyquist frequency ( s™')

n = frequencyy s~!)

period (s)

PBL = planetary boundary layer

p= sta;tié pressure ( Nm") o
Q = scalar quantity

Q, = quadrant specifier,i = 1,4

Q ( w ) = quadrature spectra function

R = resistance

o
]

autocorrelation function in:space

>
"

autocorrelation function in time




R ( t) = autocorrelation function

Ri = Richardson numbe:

S = Eqn. 2.17b

S, = gradient of windspeed in normalized profiles
Sw = .Stress fraction ( Eqn. . 10)

8 (f) = spectral density

s = Eqn. 2.17a

T= tgmpemture (°K)

T, = surface temperature ('K ')

T,y = time fraction ( Eqn. 5.41 )

Ty = time interval {s)

t = time (s)




TI = turbulent intensity
- TKE= turbulent kinctic energy rr‘12s‘2
Su= airrvelocity (ms)
u;, = air velocity at the canopy top (msf‘ )
u, = friction velocity ( ms™! ).
v = lateral component of vector air velocity ( ms™')
w = vertical component of vector air velocity ( ms! )

wy = Eqn. 2.26

X = space coordinate (m)

z = height (m)

z; = PBL inversion height (m)

2y, = roughness length (m)
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a = ( Eqn. 2.16)

R
I

damping coefTicient ( 3.31b )

a = horizontal angle between vector and sensor

;¢ = matrix of inter-sensor angles

B = volume coeflicient of expansion

I(w) = coherence function

¢ = dissipation rate m2s3

¢ = emissivity

#» = Kolmogorov length ( m)

©® = bivariate phase angle

6 = potential temperature (°K )

6@ = yaw angle
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phase lag

~
I

wavelength ( m)

Ao = acoustic wavelength ( m)

Amax = maximum wavelength ( m )

¢ = displacement ( m )

v = Kkinematic viscosity (m2s—! )

p = density (kgm—3)

o = Stefan - Boltzmann constant (5.670310~8Wm—2K—4

o = standard deviation

Tt = lag

7 = shear stress ( kg m~!s~!)

time constant ( s )
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¢ = pitch angle

¢(w) = spectral density function
v = roll angle

Q = resistivity

o = angular frequency ( s~!)

L = directiion ( 360° = due north )

* Subscripting and Superscripting Conventions

* (prime, superscripted)= fluctuating portion of quantity
- (overbar, superscripted) == mean portion of quantity

ij,k (subscripted) = 3.D Cartesian tensos coordinates
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Chapter 1

Introduction

The purpose of this study is to better understand the interaction of a deciduous
forest edge with the ambient air flow. This knowledge is pertinent to all problems
of airborne transport in the atnospheric surface layer (ASL). Some applied prob-
lems which may be aided by this study are the spraying of insecticides, the transport

of pollutants and the dispersion of pheromones.

This interaction will be described in terms of the mean flow, the turbulence, and
various analyses which seek to describe the flow in terms of intermittency. Also,
gustiness or ‘structures’ in the flow are investigated. Experiments are conducted in
the edge canopy while it is foliated and again when it is unfoliated to directly mea-

sure the effect of the foliage on the flow.

Specifically, the goals of this study are:

-1-




1) To descrit 2 the role of the forest cdge on the air flow in a mean sense.

2) To describe the spectral characteristics of turbulent flow around and through the
forest edge.

3) To describe the forest edge air flow in terms of events or intermittency.

4) To statistically compare results between the foliated and unfoliated edge air flow

fields.

The primary instrument system used here is the TFWOES system (Miller, et al.,
1988). Since the nature and use of the instrumentation can determine the outcome
of this type of experiment, instrumentation is discussed in detail. Due to the com-
plexity of the flow in this forest edge system, every data collection run represents a
unique flow field. This is a primary rcason that this work has not been done in the
past. With this in mind, data is carefully composited and compared to reveal the
domiﬁant length scales, the effectiveness of momentum penetration and the struc-
ture of the turbulence ai. the forest t;dge. Conclusions are successfully drawn and
presented based on this process and éonsiderable insight into this flow field is ob-

tained,




Chapter 11

Literature Review

2.1 Description and Analysis of Atmospheric Surface Layer Flow

Flow in the atmospheric surface layer (ASL) is turbulent. Turbulent flow may
be envisioned as circular random vortices which are convected by the mear flow.
In the ASL, the largest vortices are proportional to the depth of the planctary
boundary layer (PBL), which is roughly defined as the atmosperic layer influenced

by the surface. These large vortices are associated with turbulent production. The
larger size of these vortices implies that they will take a longer time to pass a fixed
point in an Eulerian system. Thus the period of passage of the vortices is longer

and the frequency of passage is lower.

These low frequency vortices decompose into higher frequency vortices. In the

absence of further turbulent production, large vortices decompose into vortices of



progressively higher frequency in the cascade of TKE (turbulent kinetic energy).
Eventually the vortices become so small that the viscosity (molecular coherence) of
the fluid dissipates the remaining TKE into heat. The highest frequency vortices in
the (low are lost to dissipation. . g

Spectral analysis can bé‘-,uscd‘ to describe the distribution of vortical frequency in
a time scries of velocity ( see Priestiy, 1981 and Chapter $ for detailed discussions
of spectral analysis ). Large eddies always breakdown into small eddies. Though
this is a stochastic process, when viewed statistically using spectral analysis, this
breaking down or cascading of eddics results in a characteristic slope in the graph
of frequency versus variance density. This slope should always exist somcwhere
between the frequency of production and that of dissipation and indicates the iner-
tial sub-range. In the incrtial subrange , the density of the variance which occurs

at k,; is given by (Panofsky and Dutton, 1984)
S(k,) = ac*’k, > (2.1)

where k, is a one-dimensional wave number , (k, = -VL where fis frequency and v is
velocity ), € is the dissipation rate and a is a constant. For a given series of velocity

then Eqn. 1.1 can be written as
S(k,) = Ck,~>P | (2.2)

so that the graph of log S (k,) versus log (k;) will always show a -5/3 slope, which
charactcrizes the inertial sub-range and is an important benchmark in the analysis

of turbulence.




The end of the inertial sub-range and the beginning of the dissipation range oc-

curs at a length known as the Kolmogorov microscale. This scale is defined as:
v e
n=(%) (23)

where v is the fluid viscosity. In a neutral atmosphere, ¢ may be estimated by

3
Uy .
tm -k_.z_ (24)
where k, is the von Karman constant ( approximately .4) and z is the height. u,

is the friction velocity defined in a neutral atmosphere over & smooth surface
Uy = kg2 %:‘ 2.3)

where u is the horizontal velocity. Note that ¢ is a function of height and air ve-
locity. Typically, » is on the order of | mm in the atmosphere (Panofiky and Dut-
ton, 1984) making it diflicult to verify empirically.

The low frequency vortices in the atmospheric surface layer (ASL) show maxi-
mum wavelengths ( 4,,,,) on the order of the thickness of the planetary boundary
layer (PBL. Kaimal, et al,,1976). This thickness is defined as the height to the first

temperature inversion or capping inversion (z;). Since z; is strongly dependent on
the direction and the magnitude of the surface heat flux, H, PBL thickness is a
strong function of atmospheric stability (Caughey, 1982). Thus i,,, in the ASL is
also dependent on stability (Kaimal, 1972).

In the inertial sub-range, the differences in Eq 2.1 between velocity components

(u,v,w representing the longitudinal, lateral and vertical components, respectively)




arc compensat 1 for by adjusting the constant a. In the ecnergy containing range the

spectra of d and v scale with stability, but the spectra of the vertical velocity (w)

scales with the dimensionless height (—zzi-)( Kaimal et al,, 1976). 4, in the w-spectra

shifts to shortcr wavelengths as ?z_ decreascs because vertical velocity fluctuations
1

are disrupted at the surface.

Another method of investigating the size of the dominant vortices in a flow is
through correlation analysis. The integral scale of a velocity time series is defined

as:

T= I:R(r)dt (2.6)

where R( 7) is the auto-corrclation cocfficient of the series with lag . 1f the graph
of R( 7) versus r for a given serics is examined, the number of lags that R( t) re-
mains significant can be interpreted as the length of the dominant vortices in the
flow. The transposition of time and length (spacc) implicit in this interpretation is
formalized by Taylor’s hypothesis (Lumley and Panofsky, 1963). Using the tempo-

ral and spatial auto-correlation functions, this idca can be represcnted as
Ry(G7) = Ryr) 27)

where Ry(7) is the spatial autocorrelation function and R((7) is the temporal auto-
corrclation function. This hypothesis is useful because it allows inference about
spatial structurc of the flow from point measurements. The usefulness of Taylor’s
hypothesis in the ASL is limitcd by the fact that it assumes a stationary flow (con-

stant mean). Uscfulnes. .s further limited by the fact that there are multiple length

KON |




scales of importance in the ASL due to terrain and the heterogeneity of vegetative

canopies.

Mathematically R(r) is related to the spectra function S(f) by the Fourier trans-

form:

S(f) = j':a(z)e““’dr | 2.8)

so similar informadion is attained by either anaiysis. It has become convention in
PBL research to focus on spectral analysis.
From an analytical standpoint, a mean velocity profile over a smooth surface in

a neutral surface layer may be derived (following Panofsky and Dutton, 1984) using

T du
KaUgZp 02 (29)
and
uy = ()" (2.10)

Substituting Eq 2.10 into Eq 2.9 yields

du _ Us
2 =Tz (2.11)
which is a rearrangement of Eq 2.5. If we integrate this result then
z u
T 2 4z (2.12)

e




then

. e ]
w n(Z (2.13)

u=

Eq 2.13 is often referred to as the logarithmic wind pfoﬁle. Ovc§; tall'roughness el-
ements thc mecan wind profile departs from the logarithmic shape descﬁbéd by Egq.
2.13 before it reaches 7, , therefore a further adjustment to Eq. 2.13 is made using

a displacement length d. Over tall roughness elements |

(2.149)
where d is typically about .75 element height. Further adjustments to Eq 2.14 are
needed to adequately describe the mean profile in a non-neutral ~a'tmfbsphere ( see

Panofsky and Dutton, 1984 ). Eq 2.14 is applicable for z sufficiently > d but it is

not uscful when z < d. In this study the flow below d in the forest is of interest.

2.2 In-canopy Flow

In a vegetative canopy, Cionco (1962) proposed a mean wind profile of the form

U =T1e (2.15)
where h is canopy height and
a=h(—2)13 (2.16)
212

where




s == C4A (2.17a)

L

2

and | is the local mixing length, C,4 is the drag coefficient and A is the leaf area
2

density in TT,T . Later, Cionco (1985) replaces s in Eq 2.17a by

S= % pC4A, (2.17b) -

where p is the air density and a, is the derivative of the leaf area density with respect
to z. This approach by Cionco is important because it relates canopy drag to the

impedence of flow.

As the development of canopy flow theory gained in sophistication and compu-
tational technology improved, the emphasis in modeling in-canopy flow shifted to
the equation of motion and Reynolds stress closure. The governing equations for
the instantaneous velocity and kinematic pressure are second-order, non-linear par-

tial differential equations. and may be stated as:

dw dw  op o Py
PRV L NP Y LA I
T I il PG A (2.18)
A B c D E
and
dyy
-a;- =0 (2.19)

where g is the acceleration of gravity, 6 is potential temperature, and T is reference
temperature. In Eq 2.18, A represents the local rate of change of momentum, B is
the advection of momentum, C is the pressure force, D represents the bouyant force

and E is the viscous force. If this equation is averaged over a horizontal plane large
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enough to eliminate horizontal variations due to canopy inhomogencity and the

quantities are expanded into their mean and fluctuating parts, Eq 2.19 becomes

(Wilson and Shaw, 1977):

0 _ o N AT R e 1 5 m . oy

o PNk Y Tay T ek ox BT OBV e TV o,

(2.20)
)

In Eq 2.20, tcrms 2 and § on the r.h.s. represent the canopy element drag force.

. For the purpose of closure, the Reynolds stress equation for canopy flow, Eq

© 2.21, may be obtained as

— _ 6uk au’iu'ku'j

o'y Ty | —— 3
kg —k +u' 0=+ u'u

ot 4Ty i, T T T o
aw',p’ Bu ,p p’ ap oy, o
== (5 ”Ga Ui ) TP Gt o
d“u ,uk au‘i au'k‘

+ 2 O Wibys + TWyb) + v 2.21)

14
Ox;0%; - 0x; axj
Distinguishing this as a canopy equation are the terms inside the second set of pa-
rentheses on the r.h.s. Notice in Eq 2.21 the emergence of a triple correlation term
as the last term on the Lh.s. of the equation. The pressure-velocity correlations on

the r.h.s. of Eq 2.21 introduce more closure difficulty.

The second order closure scheme of Wilson and Shaw (1977) for one-dimensional
canopy flow assumed that the vegetative drag was due to pressure forces and par-
ameterized the mean fluctuating pressur: as

o i -
R -CDAIuilgi (2.22)
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The equations were closed by specifying the triple covariance in terms of second-
order Rcynolds stresses. Viscous dissipation (last terms on the rhs of Eq. 2.21) is

modeled using an expression similar in form te Eq. 2.4.

The models examined to this point treat the canopy elements themselves as static

sinks of momentum. In reality, canopy elements move or wave in the wind. The

plants store mean kinetic energy (MKE) as strain potential and rciease it half a
waving cycle later as turbulent kinetic energy (TKE) (Raupach and Thom, 1981).

Finnigan (1979) quantifies this waving in a wheat canopy as
. X
E0) = g™, (2:23)

where £(x) is the x direction displacement of the stalk from a mean position, £y(X)
is the vibration amplitude, 1, is the wavelength and f is the frequency of stalk vi-
bration. This is the equation of a simple harmonic travelling wave. The significance
of this is that it approximates the actual movement of an individual canopy ele-
raent. The periodic nature of this function explains the apparent coherent, wavelike

motion, termed honami, which is often observed in grain crops. A strong gust of

—

wind with frequency cxerts a discrete force imparting MKE of the air to a

'lmax‘
group of spatially congregated stalks and bending them. As the gust abates the
stalks wave in unison at their natural frequency( ng) until the stored strain energy
is dissipated in the air as TKE. As the gust translates along the surface it forces
different stalks at different times, thercfore introducing a waving motion and giving
the visual impression of progressive waves rolling over the surface of the grain. It
is difTicult to extrapolate this periodic, semi-deterministic motion to non-homoge-

neous canopies. In a forest, all plants have a n; but they are all different depending

on the distribution of mass and the elastic properties of the plant.

———— a2
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Finnigan (1985) presents the turbulent flux equation for a scalar quantity, c,
which is time and volume averaged at second-order inside a flexible plant canopy.
This relationship is presented here to gain physical insight and emphasize the

complex nature of the flow. The concentration flux ( w'c’ ) is governed by the fol-

lowing
—_ .0 TTo5T 0. = 0 5
{U) z—{y'c’} —5—Fda; {u'u'}—==—{c} Pdy
oy I T R 2 Tt (2.23a)
A B C D

—_ 3 __‘ - & ——— _—'"_ e

el ) P Z={wy'c} {p'5- —{P'C']
R a"i 0%,
E F G H 1

1 (Ijsic'(p'rh—v )ds “' kc ds) (k¢+v){ u, ac }

{(k + VJK {u:} {C'}} + {V{C} o {u. 1 kc{u.} {C'} 'y' {Ty'c’}
i
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Fda; = {{THU'W)) — (G} {y'c’) + (T (')} + mixed{jterms  (2.23b)

Pdg = (o]} 5 - {c}} {uu}——{c}+{(u. '>~—‘31—c~}+. (2.23¢)

Pd. = {{y; C}—{u‘}}—{u C}—{u.}+{(u )"‘—’——"}+ (2.23d)

Ty =T(1 + .61q) (2.23¢)

In this equation k. is the molecular diffusivity and q is specific humidity. In the
surface integral terms, v, is the velocity of the leaf, n is the unit normal vector from
the leaf surface, s; represents-the surface of the m leaves in the volume, V, being
spatially averaged. In Eq 2.23, the overbar represents a time average and the single
prime (') represents a fluctuation around the time average. Brackets ( {} ) represent

a spatial average and the doublc primes (*) are the fluctuations about that average.

It is instructive to examine equation 2.23 term by term following Finnigan (1985)
and to compare Eq. 2.23 to Eq. 2.21. Term A is advection by the mean wind. B
represents the contribution to advection by the dispersive terms which arise from the
volume averaging of the advection term in the time average of scalar fluxes. It is
important to note that in a non-homogeneous canopy, such as the forest edge, a
representative volume is difficult to define and the dispersive terms become more
important. C and E represent turbulent production while D and F are again dis-
persive terms arising from the volume averaging of the production terms. G is the
turbulent transport or ‘divergence’ (Businger, 1982) and H and I are volume aver-

aged pressure terms.
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Terms J and K on the rhs of Eq 2.23 are the manifestations of the forest elements
in this formulation. The terms encompass wake production of turbulence as p’ mi-
nus viscous dissipation and the influence of the moving plant part on the sralar
gradient. These terms couple moving plant elements to the turbulent air flow. L
accounts for molecular dissipation. M considers variation in the molecular dissi-
pation of the fluid and is probably small because v may be considered constant. N

is molecular diffusion and O is bouyant production.

Other recent work on canopy flow modeling includes Li (1982) and Bache (1986)
among others. Though the physical understanding of canopy flows is advancing,
measurements of in-canopy flows do not always conform to results anticipated by
physics as they are currently understood. Th:a third-order model of Meyers and Paw
U (1986) does a reasonable job reproducing measured in-canopy profiles of mean -
wind but does less well predicting mean TKE profiles. Further, the question arises -

whether mean statistics are appropriate or useful descriptors of in-canopy flows.

2.3 Experimental Research in In-canopy Flows

The development of experimental research and the resulting descriptions of in-
canopy flows parelleled the theoretical work, though recent advances in measure-
ment technique and data collection and storage have accelerated the work. Allen
(1968) measured turbuience in a large forest stand with cup anemometers and
heated thermocouples. Mean velocity profiles are presented which indicate a sec-
ondary maxima of horizontal velocity in the trunk space, also a shift to a shorter

integral scale inside the canopy compared to tnose above the canopy indicates that

TKE is shifted to higher frequencies inside the canopy. Shaw et al. (1974) con-
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ducted extensive turbulence measurements inside a corn canopy with a hot-film an-
emometer. These data indicate a decrease in both momentum and heat flux with
height in the canopy. Vclocity component-spectra are presented which indicate a
shift in the equilibrium sub-range to higher frequencics inside the canopy. Seginer
et al. (1976) presents turbulent statistics for a model canopy. These data indicates
a decrease in turbulent intensity, TI , of all components with height above the ca-
nopy but marked differences in TI below the canopy exist between u,v and w. Tl
appears relatively constant with height below the canopy while TI,, increases and
TI, decreases. Also, Seginer indicates a strong maximum in sheur stress at the top
of the canopy. Many other studies of in-canopy turbulencé have been conducted
in model canopies with some of the most comprehensive and modern being Coppin

et al. (1986), Legg et al. (1986) and Raupach et al. {1986).

Flow structure in a forest canopy can be classified using veriical variation in
length scales and turbulence statistics. Immediately above the canopy is the
roughness sublayer where the influence of the canopy on the flow is apparent. Here
turbuient production is offset by dissipation and turbulent transport. Above this
level is the equilibrium sublayer also known as the constant flux layer. Garratt
(1980) defines a depth, z, ,from the surface as the layer in which the flow is affected
by wakes from surface roughness elements. In this treatment z is typically between
3h and 8h and is dependent on tree spacing. Finnigan (1985) presents wind tunnel
data which suggests that turbulent transport of TKE due to the influence of the
canopy on the flow is negligible above 2h. Iminediately under the top of the canopy

turbulent production and turbulent transport are important. Below this the main

source of TKE is turbuient transport.
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Parallel to the development of understanding canopy flow in the mean sense has
been the awarcness that in all boundary layer flows a disproportionate amount of 1
momentum is transferred in short duration, low frequency, high cnergy events or
gusts. The study of these events or cobercnt structures in laboratory flows is rcla-
tively recent (sce Chen and Blackwelder (1978) for references and history [rom the
standpoint of engineering fluid mechanics). The spectra of atmospheric turbulence
has strong low frequency components with length scales proportional to z. These
low frequency high energy events can be studied individually. Models are now being
constructed which use filter functions to eliminate the high frequency turbulent
components and focus on the lower frequency, energetic eddies. This is called large

eddy simulation (Moeng, 1984).

The point to be made here is that & boundary layer flow élways involves a ver-
tical velocity gradient (—gg— > 0) and typically in the atmosphere involves non-zero

heat and humidity gradients. The surface is the momentum sink and can be a heat

-yl Ay
e

'sink or source depending on the radiation balance. The surface velocity is said to
be zero as required by the ‘no-slip” surface boundary condition. Mean velocity then
increases with height upward from the surface according to Eq 2.14 in the simplest
case. Following this reasoning, it is apparent that an increase in‘ horizontal velocity

u at a given height above its mean value at that height should be accompanicd by

a down draft (w' < 0) which will transport higher velocity fluid from above. The

“eddy-corclation’ term for momentum flux or shear stress is
T=pw'u’ (2.24)

and a similar expression for thermal cnergy is

H=pc,wT’ (2.25)
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where the units of Eq. 2.24 are kg m~'s—2 (momentum flux) and those of Eq. 2.25

are Wm~? (energy flux).

Though Eqs 2.24 and 2.25 are mean expressions, the eddy correlation terms can
be used to describe instantaneous events. A strong downdraft (-w) may be expected
to be associated with cooling (-T") in the temperature series. This is because the
downdraft will transport cooler fluid from above. The magnitude of the fluctuation
in temperature will be dependent on W and the thermal structure of the PBL. Large
-T' may be an indication of a large transporting structure or eddy. If the atmos-

phere is neutral (%-g- = 0), -‘g— may be too small to us~ this relationship.

Shaw et al., (1979) discussed the frequenc‘y of strong gusts of wind inside a ca-
nopy. If one Hz samples are distributed by velocity magnitude they are reasonably
well described by an extreme value distribution. The work is important because the
role of gusting is rccognized and discussed. Many organisms require a wind above
a threshold value to accomplish dispersion. In some cases, dispersion would not
be accomplished at the mean wind speed and requires high velocity events.
Thompson (1979) noted a saw-tooth structure in the time series of temperature over
a forest. The explanation offered is that temperature dropped sharply as the front
or down draft portion of a large vortex moved pa-t then slowly rose toward equi-
librium with ambient mean until another down draft or front passed. This is im-
portant to this study because it offers a specific shape or occurence to search for in

a time series in an effort to isolate and study these low frequency events.

One technique to detect the frequency of the anomalously large events is known
as hole anaysis (Shaw, et al (1983) Shaw (1985)). In this technique, the stress term,

u'w’ is divided into four quadrants according to the sign of the two components




individually. It is expected that when w <0 (down) u>U and when
w' >0 u<u. Shaw has shown that u'w’ arc dominant in in-canopy flows. This
technique is of great utility in this thesis and will bs discussed in detail later. An-
other mecthod used to identify and subsequently analyze high energy low frequency
flow structurc is the variable interval time average (VITA, Chen and Blackwelder
(1978) Schols (1984)). This techniqus scarches for abrupt or anomalous change in
a given series. As has been explained, such changes may indicate passage of fluid
moved rapidly over a large distance. Once an individual event is identified, its pro-
pagation in space and time, as well as its inhcrent properties, may be studied. This

concept is used in this study and will be discussed in greater detail later.

Modern articles discussing flux profiles and scalar gradients in and above a forest
canopy include Denmead et al., (1985), Lindroth (1984), Verma et al., (1985) and
others. Dolman (1986) provides estimates of z, and d in a foliated and an untoli-
ated canopy. The wind profiles given by Dolman for foliated and unfoliated cano-
pics are the only other profiles of this type available for comparison to data
presented in this thesis. Generally the foliated velocity profiles show higher %%
than the unfoliated profilcs above the canopy. These profiles do not extend down

into the canopy.

Notable recent work on the flow field in monocultures and other homogeneous
canopies has been conducted by Finnigan (1979) as refercnced previously, Baldocchi
et al.,, (1983) and Hayashi (1986). Hicks (1981) discusses the possibility for misuse
of turbulence statistics and the use of Ri as opposed to z/L. describing surface layer
stability. Grant (1984) studied the air flow in and around individual spruce shoots
demonstrating that C4 is a function of velocity. At low velocity the flow moved

between the individual needles, but at a higher velocity, dependent on needle den-
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sity, the flow moved around the shoot with needle density mediating the ‘roughness’

of the shoot surface.

Some recent work has focused directly on turbulent statistics in and near forest
canopies and canopy edges. Anderson et al., (1986) offer an extensive treatment of
the spectral characteristics of flow over a foliated forest canopy. Spectra of tem-
perature, humidity and CO, are presented as are co-spectra of these three scalar
quantites individually matched with vertical component (w). The u spectra pre-
sented by Anderson show A,,, at a normalized frequency .035 which is at slightly
lower frequency than that reported over flat terrain. This shift may be due to the
complexity of the terrain surrounding the experimental site. Baldocchi and Hut-
chison (1986) measured turbulent flow in an almond or;:hard and reported extensive
turbulent statistics. Comparisons with their work must be made with caution due
to the relatively low height and density of the canopy, and the fact that the trees are
regularly spaced at the nodes of the grid. Gash (1986) reported mcasurements
downwind of a forest edge. Although he deals primarily in mean statistics, this work
demonstrates that the influence of an extensive forest stand on the down wind sur-

face flow pattern may be detected for a substantial distance O (100 m.).

A segment of the literature which requires further mention here is the develop-
ment of spectral theory in the PBL and the subsequent development of spectral
models. Kaimal et al., (1976) and Kaimal (1978) established the existence of con-
trolling length scales in the PBL, the relative shape of the component spectra and
the role of stability, etc. as discussed earlier. Kaimal demonstrated that many of
the ermpirical results measured in the PBL were anticipated by theoretical fluid dy-
narnics. Lafgely based on the work of Kaimal a body of literature has developed

attempting to simulate and then predict atmospheric spectra under specified cir-
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cumstances. Hojstrup (1982) modcled surface laycr spectra as the sum of a mixed
layer, stability dependent part and a surface layer part which is independent of sta-
bility. Claussen (1985) models ASL spectra using an enecrgy cascadc modcl.
Claussen uscs the model to predict similarity rclationships relating momentum and

heat {lux.

Two unique studies of importance to this thesis have ariscn out of this spectral
modeling literature. Kristensen et al.,, (1979) offer a theoretical development of co-
herence among velocity components and compare the theoretically derived results
with atmospheric data. Coherence decreases with distance in turbulent flows but
the exact expression of this dependence is complex in isotropic turbulence and dif-
ficult to obtain in the atmosphere. Still, Kristensen obtains reasonable agreement
between predicted lateral coherences and those obtained from the atmospheric
measurement. Thesc ideas are important when trying to relate multi-point time se-
ries in a two-dimensional instrument array. Hojstrup (1981) presents a scheme to
model the adjustment of turbulent spectra down wind of a surface roughness
change. The model consists of three basic parts. The fiist is a model of turbulence
spectra over a homogencous surface, the second describes the growth of a boundary
layer across the roughness change and finally the expression of the adjustment of

an eddy to thc change.

2.4 ASL Flow in Complex Terrain

The next area which requires discussion here is the effect of complex terrain on

flow in the surface layer. There is a multitude of literature discussing this topic.
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Mason et al., (1979) and Mason (1986) observe an increase in mean flow over the

top of a hill. This increase in velocity tends to distort eddies with length scale longer

than the hill while the smaller scales are strongly disrupted. Smedman et al., (1984)
also conducted turbulence measurements on a low hill while Arya et al., (1986)
conducted wind tunnel experiments using simulated hills of various slope. It was
found that a hill of 26.5° slope showed a definite recirculation in the lee of the hill,
while a hill of 17.5° slope did not. Other researchers have developed physically
based models to describe flow over uneven terrain (Taylor et al., (1983), Walnisley

et al,, (1986) and Jones et al., (1986)).

Since the experiment site is in a region of complex terrain of low to moderate
base to peak height it is important to be able to anticipate (at least speculate) on
the eﬂ‘eqt of terrain on the flow. The author selected three key studies to elucidate
the topic. Hunt et al., (1984) gives a theoretical discussion of flow “over one or two
hills’. The flow over a hill is divided into three regions, the inner region where the
flow follows the contours of the hill, outer region where flow velocity over a hill is
equal to flow velocity at the same elevation over the surface upwind and a middie
region which is transitional between the inner and outer regions. Hunt states that
in the lee or wake flow ‘behind” the hill, _dd_z_ may have a maximum value well above
the surface. This elevated shear layer controls the generation of turbulence and the
effect may be propagated downstream. Only scales smaller than the scale of the
inner layer are determined locally, while longer scales are determined by advection
or distortion in the middle layer. In the mean sense, the hill acts as an obstruction
to flow. As the flow is locally constricted, velocity increases near the constriction
and pressure drops according to Bernoullis theorem. The change in pressure then

propagates through the fluid as an acoustic wave so the effects of the obstruction

above the surface show a phase lag proportional to the speed of sound.
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Kaimal et al., (1982) and Panofsky et al., (1982) have conducted studies on the
effect of complex terrain on ASL spectra. Downwmd of surface roughness in-
creases, the spectra is cffected only in the inner region. Considering spectra of u’,
~ high frequencies adjust quickly while low frequencies remain unaffected. Hilltop
spectra show rapid adjustment in high frequency spectra but also show a depletion
in low frequency spectral densitics, possibly due to large eddy shearing in the high
velocity region at thé hilltop. Spectra of vertical velocity appeaf to always be in
local equilibrium in complex terrain because of the small amount of low frequency
energy in thesc spectra. Kaimal does report-a shift in A, of the w spectra to lower

frequency over uneven terrain, though the cause of the shift is not well understood.

2.5 Scaling

The final body of literature which needs to be examined is that of scaling at-
mospheric flows. Scaling is necessary to generalize and compare results between
sites and circumstances. The discussion here will be divided between ASL scaling
and scaling in plant canopies, though it is dimcult to decouple the two. The ASL
can be defined as the layer in which wind shear is dominant (Caughey, 1982). In
this layer, z, v (Eq, 2.24), H (Eq. 2.25) and buoyant forces ( -5—) are parameters
which control the flow field. The flow in this layer typically scales with uy (Eq. 1.5).
Above the ASL is the free convection layer where ¢ is not important. Above the
FCL is the mixed layer where neither t nor z are important and z; is the dominant
length scale. In this layer scaling by w# where:

gz, L
cpp1z“|o y3 (2.26)

wy = (
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is used. Scaling by w, is appropriate at a height where, wind speed and roughness
do not contribute to turbulence statistics or the velocity prqﬁle (Panofsky and
Dutton, 1984). Finally, the highest layer in the PBL is the entrainment interfaéial
layer which is influenced by entrainment from the stable atmcsphere above and by
the characteristics of the capping inversion. Important discussions of PBL scaling
are Panosfsky (1978) and Holtslag et al., (1986). Hicks (1985) discusses the variance

of turbulence statistics with height in the PBL and scaling above the ASL.

Traditional ASL scaling by uy may not be appropriate in-canopy because of the
failure of the logarithmic profile equations (Eqs 2.9-2.14). u, is not a characteristic
of the velocity profile in a forest canopy, instead it becomes a local quantity deter-
mined primarily by local canopy drag and d;.nsity considerations. The complexity
of the experimental site used in this study further complicates scaling, with the edge.
and the uneven terrain influencing the flow. Also, local C, is a function of velacity
and in-canopy length scales may increase by steps at certain threshold velocities
(Grant, 1984) because of step increases in canopy element drag coefficients. This

implies that in-canopy scaling schemes may be velocity dependerit.

In this study, scaling of mean velocity will be provided by a reference anemom-
eter stationed above a canopy. Scaling by U at the reference ( U,,;) will be tested.
One problem with this approach is that the reference anemometer is at a fixed
height in all of these runs. Therefore, during unfoliated runs the anemometer is re-
latively higher because d is lower in the canopy than it is when the canopy is foli-
ated. The displacement of d is accompanied by a shift in the roughness sub-layer
and the nature of the associated turbulence at the reference anemometer. One way
to alleviate or quantify this effect may be to compare reference velocities measwed

above the canopy with velocities measured above low vegetation outside the forcst.
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Thess measurcments will also be influenced by seasonal changes in surface rough-
ness as well as being «ibjected to dilferent thermal considerations. Finally, meas-
urements outside the edge would be strongly influenced by the edge during forest

fetch flows since the ancmometers are within 4H of the edge.

Scaling of spectra in the ASL is typically accomplished by plotting a normalized

spectral density versus a dimensionless frequency, f, where -
nz
f= 5 (2.27)

n is frequency ( cycles s=1 ). The difficulty with this equation is the explicit scaling
with z. Near a rough surface, z-d may be used, but inside a canopy, z-d maybe <
0 making this quantity mcaningless. Height (z) is a length which makes intuitive
sense in this expression because the surface truncates or disrupts vortical motion.
One scheme is to substitute a length, 4, which is a characteristic in-canopy scale
(Silversides, 1974) dictated by the size of canopy elements. This is not suitable in a
situation where the canopy is vertically non-homogenous, as is a deciduous forest,
and horizontally non-homogenous, as is the case near a forest 2dge. Another tech-
nique under consideration is the use of a length scale L where

lz-d| ifz< |z-dl

Ly ={ } (2.28)

z if z< |z-dl
thus in-canopy spectra would be scaled with |z — d| everywhere except in the low-
est part of the trunk space where z, the height from the forest floor would be used.
This approach assumes that vortices below d will be truncated by the dense part of
the canopy or the ground, whichever is closer. A problem with this approach is that

although d may be defined as a plane, it is better described as a layer in a foliated
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forest canopy and this makes it difficult to scale spcctra measured close to d. As L
=0 , - 0 which is not reasonable. One easy solution is to not allow |z—d| to
be below some threshold so that

z—d| if jz-dl>T

z-dl =¢ } (2.29)
Th if IZ—dI <Th

where T}, is a threshold length.

Other factors which must be considered in categorizing the flows in this study
are stability as discussed previously and wind direction. Turbulence statistics will
be effected by mean wind direction because of differences in fetch at the site. Runs
are grouped into forest and edge fetch. Mean direction of edge fetch runs are
compared to turbulent intensities in the forest to determine if varying the path

length of the flow in the canopy will effect turbulent intensity.
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Chapter I11

Instrumentation

3.1 Introduction

The primary sensor system used in this study is the combination of a triple hot-
film anemometer with an electronic direction sensor known as a TFWQES (Miller,
et al,, (l~987)). This system was used in conjunction with a high {requency temper-
ature sensing systém. “Also in the instrument array were three-dimensional propeller
anemometers, a sonic vertical anemometer and a pyranometer. This cha;;ter will
focus on the instruments themselves and the general operational theory relating to
the instrumentation. Included in this chapter will be a description of the analog to
digital conversion system used ,along with a description of the field computer.
Considerations of suitability to in-canopy flow research will be discussed here but
the experimental design, such as array spacing and sampling frequency, used in this

study is discussed in Chapter 4.
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3.2 Hot-Film Anemometry

The general discussion of thermal anemomctry presented here follows Lomas

(1986). The primary velocity sensor in this study is a constant temperaturc hot-film

ancmometer. A heated electrical resistance element emersed in a fluid will lose heat

by forced convection in proportion to the speed of the fluid flowing past the ecle-
ment. This heat loss is typically accompanied by a change in the resistance of the
exposed clement because resistance is a function of temperature in most materials.
Therefore, by monitoring the rcsistance of the element, it is possible to infer a
change in temperature which is proportional to the heat flux due to forced con-

vection.

In a constant temperature ancmometer (CTA) the exposed clement is one leg of
a Wheatstone bridge. The sensor leg of the bridge is opposed by a potentiometer
so that a change in resistance at the sensing clement is balanced by a change at the
potentiorncter. In the CTA configuration, a feedback amplifier is in parallel with
the potentiometer. When the potentiometer indicates a bridge imbalance, the circuit
compensates the current to the sensor element to keep the element at a constant
temperature. It is the changing current to the bridge which is interpreted as the
fluctuating fluid velocity at the sensing element. It is important to note that the
circuit as described here cannot distinguish between ambient temperature and ve-

locity fluctuations.

The sensitivity of a given system is indicated by the change in voltage (0E) due

to the change in velocity as

R AT T T, 3 7 R T L T o e
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oE
Svel =50 (3.1a)
and in temperature as
oE
Stemp = T (3.1b)
resulting in
~J9E JE
dE = U dUu + 3T dT (3.2a)
or
dE = $ydU + $1epdT (3.2b)

so dE is explicitly given as the sum of the velocity and temperature changes multi-
plied by system specific sensitivity cocflicients. Typically, semp is made negligible,

either through design or operating procedures.

If the sensing eclement is heated far above ambient, then the relative effect of
ambient temperature fluctuations become negligible. Since sensor resistance ,R,, is
proportional to temperature, the element to ambient temperature ratio is expressed
as

ay = _1% (3.3)

where R is element resistance at the ambient fluid temperature. Eq 3.3 is known

as the aeat ratio.
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Each hot-film consists of a thin metallic coating around a silica cylinder. So the
problem effectively becomes one of heat transfer from a cylinder. Fritschen and
Gay (1979) explain that heat transfer (H) {from a hcated scnsing clement is related

to the Nusselt number (Nu)

H

Nu= h(T, — T

(3.4)

where h is the thermal conductivity of the fluid. At low velocitics, Nu is a function

of the Reynolds number (Re) , relating kinetic to viscous forces

Re=-1d (3.5)

The Prandtl number (Pr) , relates the viscous dissipation and thermal diffusivity
Pr=-—— (3.6)

and the Grashof number (Gr), the free and forced convection

_ BBt~ Tpd’y

Gr 3 3.7
u
where f is the volume coefficient of thermal expansion
==l 9n
B==- (25 (3.8)

In Eqs 3.5 and 3.7, d is a characteristic length which in this discussion will be the

diameter of the cylinder.

Lomas (1986) states that for « hot-wire sensor

o e o
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Re i, = 1.85Gr>%( -TT—"';- )7 (3.9)
where Rep,;, is the minimum Reynolds number at which these probes are useful.
Though it is not valid from a quantitative standpoint to apply Eq 3.9 in this study
due to the differences in sensor type, the relationship demonstrates certain points.
Reni, may be thought of as indicating a minimum valid velocity if v and d are
treated as constants. In Eq 3.7 it can be seen that as the overheat ratio increases,
Gr increases. This indicates that free convection or bouyancy effects become more
important. As Eq 3.9 indicates due to both the Grashof number and overheat ratio
terms, increasing the overheat ratio causes an increase in minimum velocity which
can be measured with the CTA. At very low velocities, the Grashof number be-
comes large and free convection created by the sensing element will dominate the

local flow field. Conventional hot-wires have a lower velocity limit of .1 to .2 ms™!

(Lomas, 1986), hot films typically have a higher minimum velocity due to an in-

crease in effective d. Where very low velocity flows are encountered, the CTA cir-
cuit can be coupled with a high frequency temperature sensor which allows
differencing or compensation of temperature effects. The CTA system used in this
study is not hardware temperature compensated. Calibration limitations control the

minimum discernable velocy.

To understand the physics of the sensor itself, it is necessary to examine the heat
balance equation of a sensor. First, the equation will be assembled for a differential
length (dx) of a hot-wire of length 1 and cross-sectional area A. Following Lomas
(1986), the heat transfer rate into the left end of dx is

aT,
—kA = dx (3.10)
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where Kk, is the thermal conductivity of the sensor. Term 3.10 is negated by an

equivalent term at the right end of dx leaving the change of 3.10 across dx

& , 0T,
A Fm (kg Em )dx (3.11)
The heat generated in the sensor is
2
1°Q
e dx (3.12)

where 1 is the current and Q is the resistivity of the sensor material. The heat stor-

age rate is given by

aT,
PsCA T dx (3.13)

where p, and c, are the density and specific heat of sensor material respectively.
Notice that this term contains a time derivative. This is the term that controls sensor

frequency response.

The term for convective heat transfer is
ndh (T, — Tpdx (3.149)

where h is the cocfficient of convective heat transfer. This is the loss term which
needs to be dominant in an effective CTA sensor. The final term is the radiative

term

ndoz(T, — Ty, Y)dx (3.15)

o
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where o is the Stefan-Boltzmann constant, ¢ is the emissivity of the sensor and T,

is the temperature of the surroundings.

Assembling these terms, the heat balance equation is obtained

9 T, 12Q aT,
AL, )+ L8 _pea e (3.16)

ndh(T, — Tp) — ndoe(T,* — Ty, 9 =0

Before adjusting Eq 3.16 for hot-film sensors, it is possible to eliminate the radiative

transfer term as being negligible (Lomas,1986) for most sensor types.

Hot-film sensors are usually created by sputtering a metal heated above melting
onto an insulator of low k and high Q. The metal is often a nickel alloy and the
substrate is usually glass. A very thin film is deposited, but the overall sensor (film

and substrate) is larger and more .ugged than a typical hot-wire.

Returning to Eq 3.16, considering a film, all the terms are affected through the
system constants A and d. In term 3.11, A remains a circular cross-section but it
is the sum of cross-sections of different thermal properties. During a dynamic re-
sponse, the substrate response will lag the film response. Though there is a lagged
heating effect with depth in hot-wires, it becomes more important in films because

of the low k value of the substrate and larger d. Term 3.11 expands into
2 q 9% 2. e
As ox (ks ax ) + Asb X (ksb ax ) (3'17)

distinguishing between conduction in the film and conduction in the substrate. Film

substrates are intentionally chosen for low values of k to prevent significant heat

e e,




N

loss to the probe mounts (‘end effects’). When considering a hot-wire sensor, the

aspect ratio
aR = (3.18)

where L is the length of the wirg, is used to estimate heat loss to the mounts. As
ag — oo these losses decrease. In the case of a hot-fihn, ag is smaller than for a
hot-wire due to larger d. To prevent large amounts of heat from being conducted
to the probe mounts, the film itself only covers half of the substrate cylinder, with
inlaid leads extending to the probe mounts. Thus, ¢nd effects are reduced due to the

insulating properties of the substrate.

In term 3.12, A is the cross-section of a ring because heat is only generated in

the metallic film. Term 3.13 must be decomposed into

aT, aT,
Heat storage rate = (p,c,A, —at—s- + PsbCsbAsh —5:-'3- yax (3.19)

where A; is now the cross-section of a ring representing the film and A, is the cir-
cular cross-section of the sﬁbstrate. Terms 3.14 and 3.1S$ both represent surface ef-
fects so the difference between the ‘ilm and the wire is in the (rd)dx factor which
represents surface area and increases with increasing d. The radiative term is again
considered negligible. Thus, the conversion of the heat balance equation from that
of a heated wire to that of a heated film is accomplished by defining two cross-sec-
tional areas, adjusting d and adding terms for substrate heat conduction and subs-

trate heat storage.




To understand the frequency response of the (ilms it is necessary to return to
Fritschen and Gay (1979) for a discussion of time constants. For this discussion a
measured scalar quantity Q will be considered. If the sensor is at equilibrium at Q

= Q, and is moved to condition Q,, the sensor will assymptotically approach Q, .

After this change, -%%- is proportional to Q, — Q, so
) -1
5 =5 (Q-Q (3:20)

where 7 is a coeflicient of proportionality known as the time constant of the sensor.

Considering a step change in Q at the sensor

.

J‘ ey a5 o
which integrates to
In(Q; - Q) +C ==+ (3.22)
solving for AQ
Q —Q=Ce™¥* (3.23)

if t=0 then Q, equals initial temperature Q, (note that C is a different constant in

Eq 3.23 than in 3.22) and we have
Q-Q;=C (3.25a)

and

Q; - Qy=(Qy— Qe* (3.25b)

i
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when t = ¢

Q-Q ,
—_— == 368 3.26
Q-Q ¢ (3.26)
Since from a theoretical standpoint
limQ =@, | (3.27)

t—oo

the time constant is defined as the time it takes .632 of the adjustment in Q to the
new steady state to occur, Of course, turbulent flows do not usually vary by steps
but are by definition continuously fluctuating. With this in mind, it is instructive
to examine the case where Q varies as a sine wave. In this case Eq 3.20 is manipu-
lated so the change in Q, follows a sine wave of amplitixde Q, and angular frequency

w,

Q. o _ Q&

== () sinwt . (3.28)

3.28 has the analytic solution
Q= Cle—tl T+ Q1+ (wt)z]_” 2 sin(wt) — arctan(w1) (3.29)
evaluating at t, yields
Q; = Qot(1 + (1)) 2™ 4 Q (1 + (w1)) ™!/ sin(wt) — arctan(wt) (3.30)

As t = oo the first term on the rhs of Eq 3.30 approaches 0. Eq 3.30 can be reduced

to

Q; = aQ, sin(wt - 6) (3.31a)

[
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where
a=(1+ (wr)}) 712 (3.31b)
0 = arctan(wt) ' (3.31¢)

where a is a damping coefficient and 6 a phase lag. Thus the sensor cannot exactly
follow the fluctuating quantity because it will underestimate the change and be out

of phase with the fluctuations in time.

Lomas (1986) derives Eq 3.32 for 7 of a constant current hot-wire ( 7y, ) based

primarily on Eq 3.16

T = pscsAsL(Es —Ry)
" ParReRg .

(3.32)

where ap is the temperature coefficient of resistivity, R, is resistance at some ref-
erence temperature. From this relationship it can be seen that 7, will increase as

the storage term (p,c,A,L) increases. 1, also increases with increasing overheat

(Rs - Rf)
R¢

square of the mean current. An increase in overheat ratio is typically associated

ratio ( ) though this effect is offset by a decrease in 7, with the inverse
with increased current. In this study constant temperature anemometers are used.
This complicates Eq 3.32 by introducing a fluctuating current, (1), but results in a

higher frequency response.

Frequency response is typically the inverse of t in a given system, though in a
randomly fluctuating system it is desirable to define t at .99 or higher so that almost
the entire fluctuation of a quantity at a specified frequency is obtained. Sensor

frequency is a critical consideration in experimental design. In the application stu-

il
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dicd here, sensor frequency response is an order of magnitude higher than sampling

frequency so it is not a limiting factor.

The final aspect of hot-film anecmometry which needs to be discussed in the
general theoretical frame is the angular response of the sensors. The incidence angle

of the wind vector with a hot-wire or hot-film sensor can be described uniquely by

three angles. The first is called the yaw angle (6) which is the angle between a line'

perpendicular to the sensor and the velocity vector, both lying in the plane of the

long probe axis. This is the angle to which sensor response is most sensitive. The -

velocity measured by the sensor is called the effective velocity U,g, and is actually

the transverse component of velocity so (following Lomas (1986))

Uer= Uy (3.33)
since
U, =U cos 6 (3.34a)
and
Ueg=Ucos 6 (3.34b) |

At very high aspect ratios (Eq 3.18) the cosine is altered by heat transport along the
films. In the case of a hot-film, which has a relatively low aspect ratio, obstruction
of flow by probe supports or aerodynamic ‘end effect’ also alters the cosine law and

an explicit expression for the yaw sensitivity,

0, = ﬁg— (3.35)

is necessary.
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The second angle to be defined is the pitch angle () . This angle is defined as

that made as the sensor is rotated about its own axis. Pitch sensitivity,

3E v ‘
o= 7y | (3.36)

is not a strong function of pitch angle and is not dependent on aspect ratio. In most
single sensor systems, ¢, is small and is due mainly to aérod’f}nérﬁic disruption of the
flow passing through probe supports. Thelt.ihird' angle to define is the roll angle (

Y ) This is the angle made by ro;atiifé'the 'probé about the long axis of the p'i'dlSe'

mount. Again a sensitivity can be defined as

'ﬁs"—'_a?,' o R (3.37)

e

but ¥, is typically close to zero for cylindrical sensors such as hot-films.

Hinze (1959, referenced in Lomas (1986)) gives the equation

e

U’ = U,2 + k20,2 . (3.392)

where k, is known as the yaw factor, this equation can be restated as
Ueg” = U%( cos?0 + k,? 5in’) (3.3%a)

In Eq 3.39, U is stated explicitiy if 6 is known or vice versa. It is important to re-
member that U and 0 describe the velocity vector completely in two dimensions.
Eventually, it will be necessary to describe the vector in three dimensions, deter-
mining U, 8 and ¢ or U, Uy, and U, (u,v,w). Note that Eq 3.39, when ap-

plied in atmospheric flows, is one equation with at least two unknowns.
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Complicating the system is the fact that ky may not be a predetermuned constant,

but instead it may be a function of 6 .

To include pitch angle in this formulation, Jorgensen (1971) proposed
Uer’ = U + k20, + 1, %0,2 | (3.40)

where h, is a pitch factor. Expanding

Ugr® = U¥(cos0 cos?¢ + k,? sin0 cos?p + h 2 sin’p) . (3.41)

Here then is the beginning of a system of equations which contain all the variables
necessary to describe a velocity tensor in space. Still, Eq 3.40 is onc equation now
incorporating at least three unknowns and possibly fiveif k, and h, are functions

of yaw and pitch respectively.’

3.3 The TFWOES

At this point in the discussion it becomes less productive to continue a gencral
discussion of hot-film anemometry so the discussion will now become system spe-
cific. This section will require some discussion of the sensor operating environment
to justify the complexity of the instrument system. The TFWOES system is inno-
vative in many respects and the development, calibration and testing/‘of the system
was a group effort. This discussion will closely follow Miller et al., (1987) and per-
sonal communications with Dr. J.D. Lin and Y.S. Wang. Though this instrument

system is not che focus of this dissertation, the correct interpretation and under-
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standing of instrument characteristics is critical to understanding the data that have

been collected.

The in-canopy air space is difficult to instrument f‘or many reasons. Inter-ele-
ment spaces tend to be small and the actual size is time variable as the elements
move. Drag forces and body effects dominate so mean.velocities-. are low and tur-
bulent intensities are high. Using the Kolmogorov dissipation equation (Eq 2.3),
Friche (1987) estimates the ASL dissipation length at .7 mm, this agrees with the
order of magnitude estimate from Panofsky and Dutton (1984) given in Chapter 2.
Arbitrarily assuming a mean wind speed of 1 ms~! and invoking Taylor’s hypothesis,
this indicates that there is TKE m the ASL at 1 KHz. Invoking Nyquist sampling
theory (Eq 4.1), the description of this high frequency energy would require sampl-
ing at 2 KHz. Typically, sampling of velocity in the ASL is O(10 Hz) (Anderson,
et al., (l§86), see Chabter S for diééﬁssion of sampling theory and considerations).
Still, a fast response sensor is required to obtain information at 10 Hz. Also, an
in-canopy sensor should be small so it is not disrupted by the moving canopy and
so it does not spatially integrate small turbulent scales due to large sensor size.
Further, it helps if the sensor is rugged so that it is not broken during mounting or

by the waving of canopy elements.

As pointed out previously, the sensor must be capable of measuring a velocity
vector specified by magnitude, orientation and sense. Very little a priori knowledge
of the instantaneous flow is available because of the turbulent nature of airflow in
the ASL. The velocity sensor chosen for in-canopy measurements is a Thermal
Systems Inc. (TSI) model 1294 triple hot-film sensor. The sensor is composed of
three mutually orthogonal hot-films. With this system Eq 3.39 can be used to re-

solve vector magnitude and direction, with the only unknown being the sign of the
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vector. This dircctional ambiguity can be undcrstood by cnvisioning a velocity
vector incident on the three dimensional coordinate system with the three hot-films
as the axes. If the direction of the tensor is reversed (rotated 180°) , the cooling
effect on all the wires would be the same as that with the unrotated tensor. Since
reversing flows occur in the complex in-canopy flow field, the problem of directional

ambiguity necessitated the development of the WOES.

Here it is necessary to examine a basic procedure for obtaining a velocity from
voltages generated by an orthogonal triple-film probe ( Gauiier, (1977), the treat-
ment in this article is for a triple, orthogonal het-wire, but the geometry is basically
the same). First, each wire must be individually calibrated to empirically quantify
the relationship between output voltage and U,ﬁ (The calibration procedures used
in this research will be discussed in detail later in this chapter.) Though Eq 3.16 is
theoretically sound, variations between probes during manufacture make calibration

necessary. The basic relationship called King's Law is commonly given as
E’=A+BU" | (3.42)

where A and B are coefficients determined by monitoring E at known values of
Ugp. The power n is also determined empirically. Many researchers use polynomi-
als to relate E and Uy, generally adding more terms to reduce RMS error between

the calibration data and the polynomial. Gaulier (1977) uses
E2=A+BU "+ CUyp (3.43a)

A is assigned the value of the bridge voltage at zero velocity squared (E,?) and is the

zero or offset term. Thus

E? = Ey? 4+ BUgy" + CUgy (3.43b)
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where the coefficients are established by calculating E at various values of Ugy

which are known by comparison to a calibrated anemometer.

When the voltage-velocity relationship is known for all three wires, a matrix can
be written involving three equations and three unknowns. Using Eq 3.40 with the

cautions concerning ky and hg noted,

Uera? = Uy” + ky Uy % + 1y 20,2 (3.442)
Uera® = Uy + ky Uy + 1, 0%0,7 (3.44b)
Uars” = Uy® + ky 3Uy 2 + 1, 3707 (3.44c)

where the numeric subscripts indicate the three wires respectively. Note that the
author has made ky, and h, wire specific though Gaulier (1977) treats them as

system specific so that

ky'] = ky’z = v.3 and hp,l = h‘p.2 = hp'3 (3.45)

for a given sensor assembly. In the procedure used in this experiment, only the yaw

correction (k) is utilized and it is made sensor specific.

The previous scheme for obtaining velocity from hot-wire output voltage was
presented because of its clarity. The actual scheme used in this experiment takes a
different tack and is substantially more complicated due to the inclusion of the
WOES output signal to unambiguously describe the velocity sensor in three dimen-
sions. The basis for the adopted scheme comes f‘roh TSI Technical Bulletin #8.
Calibration and laboratory testing of the instruments was conducted in front of a

circular, contracting wind nozzle, 8 cm in diameter. The air is pushed by a 40 cm
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fan through drinking straws to rcmove large-scale vorticity and the flow is con-
stracted to increase velocity and reduce the tirbulent intensity. The velocity range
that can be generated with this tunncl is 0 to 10 m s~!, with baflling of the intake
required to rcducé the velocity below 1 m s~! . A complcte discussion of the wind

tunnel and its flow characteristics is in Miller et al., (1987).

The films are 1 mm long and .051 mm in diameter including the substrate, with
the space between mounting needles being 1.67 mm. The manufacturer séeciﬁed
frequency response is 200 kHz. Each wire was individually calibrated by positioning
it perpendicular to the flow direction. The flow was also monitored by a pitot tube
and a Datametrics model MM3 micromanometer. At each velocity, the microma-
nometer was allowed to come to equilibrium and a reading was taken. The ane-
mometer output voltage was then either read by eye from a digital voltmeter or the
average voltage of a 1 second, 20 Hz sample was recorded. This procedure was re-
peatcd for 20 values of velocity for cach wire. The form of the calibration equation

chosen was a fourth order polynomial
Uer= C1(AE;) + Co(AE)? + C5(AE)) + C4(AE)* (3.46)
where C; are empirically determined coeflicients and

AE; = Ei - EO,I (3.47)

where E; is the bridge output voltage at zero velocity. This method was developed
by Miller et al., (1987) as a way to compensate for ambient temperature fluctu-
ations. Bcfore a velocity time series is collected in the field, the sensors are covered
and E, is obtained. This voltage is then input into the velocity calculation by the

data processing software. This temperature compensation technique appears to




work well in the ambient temperature range encountered in these experiments (
8° to 26° C ). The process of obtaining E, for a given data set will subsequently

be called a ‘zero run’.

The next step is to relate Uy to U and to obtain vector orientation. Begin with

Eq 3.39 rearranged and subscripted

2
Ueﬂ‘i

U2

= cos ¢; + Ky jz(U) sinzd:i (3.48)

where k, is explicitely given as a function of velocity and the i subscripts indicate

films 1, 2, and 3. In the orthogonal system

3
Zcosztbi = cos?p, + cos’, + cos’py =2 (3.49)

1=

leaving four equations and four unknowns (¢,, ¢, ,¢;, U),

2
Uera

U2

= cos’$; + k}(U) sin’¢, (3.50a)

2
Uerr2

ot cos’p, + k}(U) sin’¢, (3.50b)

2
Uer3

8]

= cos’ps + KX (U) sin’¢y (3.50¢)

2= cos2¢> + cosz¢ + cos2¢: (3.50d
1 2 3
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This system of cquations can be used to solve for vector magnitude and direction

as follows
Ueﬂli
U=[=E——7" (3.51)
2+ k%(U)
then
2
- Ueﬂ‘.i
2
¢, = arcsin( —-—-—;—J—— )”2 (3.52)
1 -k“(U)
and
Ui = U sin ¢i (3.53)

where U; is the vector component in the direction of each sensor. Operationally,
Eq 3.52 causes difficulty due to the fact that if the bracketed term on the rhs of the
equation is not between 0 and 1, the term is mathematically undefined. This‘ prob-
lem apparently arises at high ¢ because k is a function of ¢ , as well as being a weak

function of U and being somewhat sensor specific. Define

2
Ueﬂ'.i
U2
1 —k?

R;=( ) (3.59)

( following Lin (1986, unpublished )) the undefined cases are R; <0 and R;> 1.

When R; <0, ¢, is set to zero. Then
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U
2 effi
U= 4 m (3.55)

i#j

is calculated and solve Eq 3.52 fori# k.

Considering the case where R;>1, set Ugy;=kU and ¢;=90° . When the
wind vector is parallel to one sensor in an orthogonal system it must be perpendic-
ular tc; the other two so U=Ugs; when i#j, since the two remaining vector

magnitudes may not be exactly equzl, use

Ut =% Uerrs? (3.56)

which averages the two Uyy; , i#].

At this point, the signs of the component velocities, U; , have not been assigned
and it is necessary to combine the velocity data with the signal from the WOES.
The idea of using a cube with opposing temperature sensitive bridges on each face
to resolve vector direction was first investigated by Fox and Brazee (1978). The
WOES used here is much smaller than that used previously, it is a one cm cube
which is mounted approximately 5 ¢cm from the triple hot-film sensors. It was
constructed for these experiments by TSI. Opposing faces of the cube comprise

opposite legs of a bridge circuit. Differential cooling by the wind causes a bridge

bk i e et n st
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unbalance which is measured. Hecating of the sensors allows enhanced sensitivity.
There arc three independent bridges hecause there are threc scts of opposing faces

on a cube.

To use the WOES, a zcro voltage must be established because the it varies with
ambient temperature. This voltage, E,, , is obtained at the same time E, for the
film is obtained during a zero run before a measurement run. When exposed to a
flow, cach bridge shows an imbalance towards one face, when the signs from each
pair of sensors are combined, the dircction of flow is described to an octant of the
sphere. The WOLES is mounted so it shares the same reference coordinate system

as the hot- film sensors it is mounted in conjunction with.

The final step in using the TFWOES is a coordinate transformation. The TF
probe is manufactured such that if the positive axes of a 3- dimensional rectangular
coordinatc system are envisioned, the three orthogonal wires come towards each
other with each wire representing an axis. If a line can be imagined extrapolated
from each wire, following the long axis of the wire, the lines would intersect at the
origin of the envisioned system. The problem is that due to the position of the
mounting block and the fact that it is desirable to avoid the situation described
previously where R; > 1 (Eq 3.54 ), none of the three orthogonal planes in this sys-
tem are parallel to the ground. To achieve the standard coordinates where
U, ang Uy are in the horizontal plane and U, is in the vertical , a oordinate rotation

is required.

If two sets of orthogonal, 3-dimensional axes are overlaid with origins at the

same point and one is rotated, each axis makes an angle with each axis of the other
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system. If one set of axes is designated by the subscript i (instrument) and the other

set by the subscript { (fixed ), the angle matrix can be written

X % oy
Xp Gxx OQyxy &y (3.57)
Ir Qyx Gyy %yz

i Qpx Oy Gpp

where a;; is the angle between the indicated axes. Then a velocity vector in instru-

ment coordinates is transformed to the fixed coordinate system by

Ugx = Ujx cos &y + Uj g cos &y + Uj; cos ay, (3.58a)
Uy = Ujx cos ay, + Ujycos ayy + U cos ay, (3.58Y)
Ugy=Ujxcosay + Uy cosa,, +Uj,cosa,, (3.58¢)

The fixed coordinate system used in this study has positive Uy, vertically upward.
Uy, is in the horizontal plane either pointing west (towards the edge) or east into
the forest depending on mean wind direction. Uy, is perpendicular to U, in the
horizontal plane. Further vector rotations into the mean wind were parformed and
will be discussed later. It will facilitate the discussion to adopt meteorological con-

vention and assign Ug,, Ugyand U, to u, v and w respectively for the rest of this

paper.

Field comparison tests of the TFWOES system with a Gill 3-dimensional pro-
peller anemometer and a Campbell vertical sonic anemometer are discussed in Mil-
ler et al, (1987). There are many sources discussing specific applications and

problems in hot-wire and hot-film anemometry. Discussions of ambient temper-
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ature and hurnidity corrections (Machen ,1986, Larsen and Busch ,1980), calibration
and measurcment in flows of low velocity and/or high turbulent inténsity (Aydin
and Leuthcusser ,1980, Acrivellis 1977, and Sicfert and Graichen 1982), and con-
tamination and calibration drifting (Zank ,1981, Martinez-Val, et -al.,, 1982) are

available in the literature.

A final considerationvhcr‘é is senvsorﬂfouli'ﬁvgv ér contanﬁﬁa-t—ion. The in-canopy
environment is inherently dirty. Dust, dirt and organic debris can bu.ld up on a
thermal scnsor and lessen or alter the sensitivity by changing the parameters in Eq
3.16. Sensor frequency response is sensitive to fouling but since the sampling is not
conducted near maximum frequency response, this is not a concern here. Miller,
et al., (1987) gives results showing only a 3 % decrease in sensitivity after over a
mourth of field runs. In less formal tests, the author and Y.S. Wang saw a decrecase
of less than 10 % occuring over a six month ﬁela season (4/85- 10/85). Arother
form of fouling which is of concern are step changes in wire resistances caused by
lar;>r particles or biological activity. Though occasional uncxplained spikes do
appcar_in these data, the only serious problems of this type which were encountered
were due to creatures (probably spiders) building webs on the sensors. The webs
effectively shorted the films together making them useless, but the problem is alle-

viated by removing the webs.
3.4 The Data Acquisition System
The data acquisition system is discussed here because the range and the resol-

ution of the analog- to-digital converter (A — D) used in the experiment establishes

the interfacing considerations for the rest of the instrument systems.
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The data acquisition system is run by a LSI 1i/23 computer in a 9x4 Q- bus.
The system includes a Scientific Micro-systems 35.6 megabyte Winchester hard disk.
There is also 256K on board memory in the bus. For storing large data sets and for
system back-up, the system includes a Digi-Data model 1740 9§tré§k tape drive.
Data collection is performed using two, 32 channel, differential input., Data Trans-

~ lation 3382-DI A — D converters _and A the associated front panels with male BNC
connectors for input. These are 12 bit A - D converters with a ¥ange of +10 tb -16
volts. A = D converters consist of a series of test gates. At each gate an input signal
is tested as to whether it is above or below a certain voltage. Above and bc.-low. lead
to different gates where another test is performed. In this way, a 12 bit A—» D
converter can yield 212 (4096) different “answers’. If the range of the A—» D is +10
V t0 -10 V, then the resolution of the A — D is 20/4096 or 49 mV. Thus the fun-
darncntal rcsolution of this system is approximately 5 mV. Maximum sampling
frequency in this system is 50 kHz per board. The maximum per channel frequency
is 50 kHz divided by the number of channels being scanned. Access to the A—»D
boards is obtained through system subroutines which contain the appropriate device
calls and initiate sampling. Data is moved through the buffer and put on the hafd
disk. Software is discussed in more detail in Chapter 4. The system is run by the
RT-11 operating system. '_I‘he terminal is a VT-101 and the printer is a Decwriter

IV.

The research group has become familiar with the data logging system over the
past four years. It is a reliable system, though it has occasionally failed during the
rigors of fieldwork. Some cautionary notes are required when using the system.
First, abrupt power downs should be avoided, especially during disk write oper-
ations. It is possible for the write head to crash under such circumstances, damag-

ing the hard disk. Second, the system is protected against input spikes up to 25 V
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when power is ofl and 35 V when the system is powered up. if there is any chance
of these valucs being exceeded, inputs should be removed from the front pancls.

Third, the front pancl shows marked ncighborhood effccts. Large voltages in one

4.“L.AMLAL.AM‘LLM..M|.'.M;.4..an.u‘L..u.ml.m...“‘.

channcl will cause surrounding channels to be overwhelmed. Also, the manual
states that open channels surrounding data gathering channels should be shorted.

* Spikes of the magnitude discussed in the second consideration are not difficult to

..mi‘...-;n..mi_iw.m.l

gencrate with the bridges and amplifiers beihg used. The third considcration can
cause loss of data, the second can cause damage to hardware. Therefore, spiking in

input signals can be a serious problem.
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3.5 Temperature Sensors

u:.._“u...‘

The sccond instrument system involved in this experiment is a high resolution

thermocouple temperature system. The specifications for this system were devel-

‘L,\jL.‘.;.J‘.'Xunu‘_m..:_‘_u‘g

oped by the author and Dr. D. E. Anderson. The custom design and manufacture

of the system was performed by Science Engineering Associates of Willington, CT.

Thermocouple temperature systems opcrate on the basic assumption that if two

junctions of dissimiliar metals exist in the same circuit at different temperaturcs

(AT) then an electric current will be generated proportional to AT . The electro-
motive force producing this current is known as the Secbeck emf (named after the

scientist who first observed the effect in 1821) . The current generated per

|.z;u.u..

°K of AT is a property of the two metals forming the junctions.
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Thermocouple thermometry is a widely used, extensively documented method so
it is not necessary to discuss it in detail here. Certain basic properties of thermo-
couples are discussed to provide the background necessary to understand the system
used in this experiment. Following Fitch (1962), the three laws of thermocouple

thermometry are

1) The Law of the Homogenous Circuit states that a current cannot be main-
tained in a circuit of homogenous metal by the application of heat without any

other current source.

2) The Law of Intermediate Metals states that the sum of emfs in a circuit is

zero if the circuit is at a uniform temperature.

3) The Law of Successive or Intermediate Temperatures states that if two dissi-
miliar metals produce an emf of E, when the junctions are at T; and T, and E,
when the junctions are at T, and T, , the emf when the junctions are at

T, and T, willbe E,+E,.

The thermocouples used in this study are 2 ml, copper-constantan. This type of
thermocouple produces a voltage of approximately 42uV per °K. The emfis ac-
tually a non-linear function of temperature in the ambient range so a polynomial is
used to relate AT and voltage. Signals on the order of 10 uV can be difficult to
measure, especially when transmission of the signal is required over long distances
because of noise induction in the cables. Also, there is the problem of matching
thermocouple outputs to the A — D which has a minimum resolution of 5 mV, or

100x the thermocouple output at AT =1. For this type of high frequency data
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collection, it is desirable to be able to resolve O(.01 °K ). This rcquires resolving the

thermocouple output to O( .1.V) .

It became apparent at the outset of the design deliberations that it would be de-
sirable to restrict the range of AT. This would limit the maximum thermocouple
output voltage and would allow increased amplification that otherwise would pro-
duce voltages that would exceed the maximum range of the A - D . For example,
in a data collection run of one hour the average temperature may drift 2°C from
20° to 22° . Superimposed on this mean signal are turbulent fluctuations which
are a maximum of 2° in magnitude. This leaves an ‘active’ range of 18° —24°C
during the run. It would in this situation be desirable to have a refercnce junction
at or near 21°C to minimize AT. (The emf siénal changes sign as AT goes through
zero.) Until the past decade, reference junctions were typically ice-baths or ovens.
If we take the case of an ice-bath, there would always be a background signal in the
run under consideraticn here of 756 uV , while the fluctuating ﬁart of the signal
would cover 252 uV . Thus, after ampiiﬁcation, 75 % of the range of the A D
would contain only mean information. State of the art thermocouple systems often
include a variable electronic source which imitates a reference junction. The prob-
lem with this approach in this experiment is that each sensor would require a source
at the sensor to prevent induction in long leads and cables. Also, knowledge of the
mean temperature would be nccessary to set the reference voltage. This is an ex-
pensive proposition since microvolt sources are typically unstable and temperature

sensitive, precision instrumentation is required.

Incorporating these considerations, a design was developed which uses a sensing
junction and a potted, floating reference junction located in the pre-amp housing.

The housing is wrapped in white tape to decrease the effect of incident solar radi-
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ation. Using this method, the mean value is differenced and the fluctuating value

remains.

The author has examined a worst case scenario for box temperature drift. At
high values of solar radiation (600 W m~2 which is well above typical values of solar
radiation at the latitude and the season being examined) the drift could be as high
as 1°K in O(10 s). Drift of this magnitude was not encountered in these experiments
for various reasons. The reference junction is potted in adhesive which insulates it.
Also, the boxes reached equilibrium temperatures after a certain amount of heating.
Finalls/, radiation regimes were typically mild and much of the work was done in the
shade below canopy. However, this effect could be significant in runs where the
boxes were exposed to intermittent sunlight such as partly cloudy days and below
canopy runs when sun flecks are moving under the canopy. The latter effect is
probably too high frequency to affect the reference junctions unless the sensor is
moved and not allowed to equilibrate. Radiation effects must be considered when
evaluating the sensing junction as well, although the absolute value of heat involved
in raising junction temperature is so small that it is quickly removed by convection.
Thus radiation effects at the sensing junctibn may be enhanced under very low ve-
locity conditions. These effects will also be more important in the intermittent ra-
diation conditions described above. Using this system, both junctions are located
at the location of measurement. The thermocouple junctions are 25 cm apart. The
thermocouple leads are mounted between two pot markers, made of wood. The 8
cm of lead before the sensing junction is extended out on a thin, rigid, white plastic
strip and the final 2 cm before the junction is left unsupported in an attempt to

minimize heat conduction to the sensing junction.




55

Since both thermocouplc junctions are at the location of measurcment it is still
necessary to scnd a microvolt signal over a length of cable. In this experiment, the
maximum distance temperature signals travelled was approximately 75 m. To alle-
viatc this problem, a pre-amp is stationed at cach sensor. This also provides the
housing for the reference junction. Prc-amplification is necessary because some
noise will always be present, even in shielded cable. If a 50uV is sent, and a S5uV
background noise is inducted into the cable, the §ignal-to-noise ratio (S/N) is 10.
If the signal is amplified 100x before transmission, the S/N ratio in the same situ-
ation is raised to 1000. Precision amplification under these circumstances is difficult
because typical operational amplifiers ( op-amps) are temperature sensitive. Op-
amps made to military specifications were obtained which, thougﬁ more expensive,

show almost no temperature sensitivity in the ambient range. Another consider-

ation is that distortion increases with gain in all amplifiers. Therefore, all the am-

plification necessary to match the temperature signal to the A—D was not
performed in one step. Instead, a two- stage amplification was performed With 100
gain at the sensor and 100 gain in front of the A — D at the éomputcr. This results
in a system gain of 10000x. So the AT =1 voltage of 42,V is stepped up to 420
mV. This is over 80x the minimum resolution of the A — D and would allow a mi-
nimum temperature resolution of <.02°C and a maximum range of +£20°C . A
minimum resolution of < .02°C may not be real due to error imroduced by radiation
effects and other considerations such as conduction in leads and Vsenéor fo sensor
variability due to material inhomogeneity. Still, a conservative estimate of this sys-
tem would yicld a minimum resolution of .04°C . Finally, as a precaution against
noise induction at 60 Hz due to power cords, the signal is electronically filtered at

50 Hz before it is input to the A —» D.
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3.5 Other Instrumentation

The last three sensors involved in this study are standard comercially available
systems. Reference velocities were obtained with a three- dimensional Gill ane-
mometer (Horst (1973), Gill (1975) and Bowen and.Teunissen (1986)). The Gill
(Gill UVW Anemometer Model 27004) consists of three orthogonal arms with 19
cm diameter, polystyrene propellers at the end of each arm. The propellers are 40
cm from the body of the Gill. In each arm is a brush generator. In the range of
wind speeds encountered in these experiments (typically < 8ms—!) the manufacturer
specified generator output is 83 mV at 1.5 m s~! . Due to the fact that the incidence
angle at the vertical propeller is almost always > 30° the sensitivity at the vertical
propeller is dereased by approximately 20%. The variation between generators was
measured by the author as < 4%. Therefore, the same calibration was used for
each horizontal Gill signal. The threshold velocity of the Gill is .2 ms—! with fre-
quency response O(1 Hz). Since the Gill was used above canopy, the threshold ve-
locity was not usually a problem. Gill Qignals were sampled at the same frequency
as the hot-films and filtered to 1 Hz with an averaging algorithm before statistical

analysis.

The Gill shows marked cosine response at high angles of incidence. This is
compensated for by a correction algorithm which compares the ratios of the outputs
from the sensors and assigns appropriate correction factors (see Horst (1972)). The

correction is incorporated in the software before statistical analysis is performed.

Included in the instrument array is a CA27T Sonic Anemometer which has a fine

wire thermocouple mounted in it. This is a one-dimensional instrument with a
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speaker and receiver mounted approximately 12 cm apart. The instrument utilizes
the Doppler effect and senses shifts in acoustic wave frequency which arc propor-
tional to the velocity of the intervening fluid. The instrument is mounted so the
vertical component of the wind is measured. Heat {lux can be measured using the
thermocouple which is mounted beside the sonic path on the body of the scnsor.
The output of this anemometer is 1 V = 1 ms=! which makes it compatible with the
A - D. Finally, a Li-Cor (Model LI-200SB) was used to monitor solar radiation.
This instrument uses a photodiode which yields an output voltage proportional to
incident solar radiation. Since the output voltage is 10 mV per 1000 Wm—2 , am-
plification of 100x was used to match the signal to the A - D . This results in a

minimum resolution of approximately 4 Wm=? in this system.

o
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Fig. 1 Diagram of TFWOES directional anemometer

from Miller, et. al. (1987) .
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Chapter IV

Experimental Design

4.1 Experiment Site

The experimental site is approximately 10 km west of the University of Connec-
ticut, Storrs campus in Coventry, Connecticut (Lat. 41° 47° 30" N, Long. 72° 29’
29" W). Regionally, the site is in the Eastern Highlands of Connecticut with rolling,
broken glacial terrain rising to over 300 m elevation approximately 20 km NNE of
the site, with the edge of the broad, flat Connecticut River Valley (elev. less than
75 m) approximately 15 km to the west. The site is on the eastern edge of the
Skungamaug River Valley which is approximately .75 km in width at this point. It
is at 150 m elevation with a ridge to the east and northeast of the site which rises
to over 190 m within 1 km. The site is on the southeast corner of a flat cornfield
approximately 250 m x 400 m. Fetch over flat terrain is greatest to the northwest
of the site extending .5 km . East winds (forest fetches) pass over relatively flat

terrain from the southeast while noriheast winds encounter the ridge mentioned
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previously (Figure 3). The physical description of the site, including canopy archi-
tecture, is well documented (Miller and Lin,(1985) , Wang (1985), Wang and Mil-
ler,(1987)).

The site transects the western cdge of a relatively homogencous stand of red
maple ( Acer rubrum ). Onc white pine ( Pinus strobus ) and a clump of trembling
aspen ( Populus trembloides ) arc the only exccptions near the edge of the stand.
The site is typically under water in the spring and is usually dry in the summer and
autumn. Average tree height is 14 m with the tallest tree being 18 m. The stand
extends to the base of a ridge as previously described, though there is a woods road

and a small clearing approximatcly 100 m east of the site.

The foliated canopy at this site is described in detail in Wang and Miller (1987),
Wang (1985) and Miller and Lin (1985). Photographs of the unfoliated canopy were
taken during the spring runs. The personnel lifts were used to take LAl photo-
graphs at various heights to determine the vertical distribution of the lecaves. Com-

putation of LA from the photographs will be discnssed in Chapter 5.

Displacement height, d, was calculatced from velocity profiles ( Rosenberg, 1974)
as approximately 11 m for the foliated and 4 m for the unfoliated canopy LAI shows
a strong maxirnum at 11m in the foliated canopy, while stem area in the unfoliated

canopy shows a weaker maximum at around 9m.

Four towers were used at the site during this experiment. Two of the towers are
semi-stationary trianglc towers and two are mobile personnel lifts. The primary
tower is a stationary tower positioned 34 m east of the edge, into the forest. This

intcrior stationary tower (1S) consists of nine sections of 3 m cach, bolted together

ittt
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and guyed every two sections. This tower scrved as the main profiling tower in thesc
data scts. Another stationary tower is at the edge (ES). This tower is 20 m high
and similar to the 1S tower in construction. Though this tower was initially included
in the edge transect arrays, none of the data that were eventually categorized ‘good’
and analyzed includes an ancmometer at this station. This is because when one
sensor was out of the array for repairs (as was almost always the case) the ES po-
sition was thc one that was given up. It is believed that the flow field right at the
edge might be the most difficult to interpret and therefore the least useful at this
stage of the investigation. These two stationary towers establish the east-west line

that was used for the edge transects.

The other two major towers used are both hydraulically operated portable per-
sonnel lifts. These portable towers are on wheels, the towers weigh 1400 pounds
each and are capable of raising 500 pounds 12 m. These towcers arc stabilized by
inserting (4) 2.5 m outriggers which run parellel to the ground extending diagonally
outward at each corner of the tower. Screw down bases at the end of each outrigger
lift the weight off the wheels and allow levelling. Extension supports are then
set-up. These run from the body of the tower to the end of each ourigger forming

a right triangle with the ground.

Onc of the portable towers was set-up 22 m east of the edge in the forest between
the two stationary towers. The exact position of the tower is determined by a na-
tural opening in the canopy at this point. Placed in the bucket of this tower is a
collapsing extension tower raised by a cylinder of CO, gas. This smaller tower ex-

tends up to 8 m so the maximum height acheivable at this interior portable {IP)

tower is almost 20 m.
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The second portable tower was set-up- on the transect line two tree heights (2
H, 28 m) west of the cdge outsidclof the forest. In the bucket of this external
portable (EP) tower was clamped a 3.5 m long, 5 cm diameéter aluminum pipe .
Instruments were mounted near the top of the pipe and the clamp allowed the pipe

to be slid up and down for servicing. This extension allowed a maximum height of

over 15 m to be acheived at the EP station. Finally a smaller tower consisting of 7'

two 3 m sections of triangle tower was set-up at the transect line, 3 H west of the

edge. This tower was used in the summer and autumn runs and served as a per-

manant Gill station. The height of the gili here is constant during all runs atap-

~vroximately 6.25 m.

It should be noted that 10 m west of the external Gill (EG) station, the corn field
begins. The corn was over 3 m high during all of the foliated data collection runs
and it is likely that the corit has a strong influence on the flow fields at EG and EP.
Some of this intltence may be examined by comparing data during east and west

wiids. A cross-seciion of the edge and the towers is presented in Figure 4.

4.2 Data Cellection

Flow data have been gathered at this site during the foliated season since 1984.
Some of these data are presented by Lin and Miller (1985) and are described as
preliminary. Though the instrument and software systems had not completcly
evolved when these data were collected, it provides a useful framework and was
utilized as a basis for the experimental design used in this study. Tte data presented
in Lin and Miller (1985) is ccmposed primanly of 3 minute runs sampled at 10 Hz.

From these data it appears that there is production in the horizontal components
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within the stand at a frequency of around 1 Hz. Above canopy flows with forest

B o aarmibotditas v

fetch show a d_em_i_nant f_rcquency around 1 Hz with secondary peaks between .5 and
5 Hz. These preliminary spectra are not enscmbled but similar patterns appear in. |
many of the spectra. Flows across the edge show less regularity, pr,obabi_'y‘ due 'to"i B
the disruption of the edge compounded by directional ve‘riaihce between ciate sets.

Of interest is the fact that thc eqnhbrmm subrange in the spectra of v’ in these ﬂows A

begms at 12 Hz above:the canopy but shifts to hxgher _ﬁ'equencxes (3 5 Hz) in the

canopy. This is interpreted as mdtcatmg high frcquency >t-urbulent productnon by

canopy elements. These preliminary spectra were not scaled _so all frcquencxes are

ST

natural frequencxes (nr)
Five basic instrument arrays were used in tlhlsstudy with minor variat'i'dris; They
are " | |
1) Compa,nson RaI{e _
2) Vertical ‘Prvol"n!e at IS ‘. :
3) Edge Transeet in'High: Position
4) Edge Transes.t in Mlddle Position , R

5) Edge T ransect m Low Posmon

The rake was established close enough to the bus that the bridges could be kept in
an air conditioned environment to ehrmnate the effects of ambient temperature
flucuation on the electronics (it was sqbséquently determined that the effect is neg-
ligible). The rake consisted of TFWOES 22, TFWOES 23 the Campbell vertical

anemometer and a Gill anemometer. A temperature measurement was associated

SPE L UE VA PSS U R

with each anemometer. The instruments were mounted on a cross bar on the front
of one of the personnel lift buckets and raised approximately 6 m into the air (see
Diagram for exact array spacing). The rake was approx:mately i H (14 m) west A

of the edge and the sensors were oriented into the mean wmd durmg the runs. The‘-
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comparison rake data and results are discussed in Miller, Lin, Wang and Thistle

(1987).

The second array was a profile at the IS towezr. This profile consisted originally

“of (4) TFWOES, a Gill UVW anemometer and a sonic ancmometer along with

temperature sensors at each station. The profile was set-up with TFWOES stations

at 3 m in the trunk space, 11 m near maximun LAI, 16.5 m at thé top of the canopy

and 20 m above the canopy. Due to sensor breakage, all the profile runs uscd in the

-data apalysis have 3 TFWOES stations, with the 20 m station having been re- E

moved from the array. Above the TFWOES stations at 24 m were mounted the

Gill anemometer and the sonic anemometer, approximately 2.5 m apart on opposite

‘ends of a cross bar. The Gill centerpost was approximately 1.5 m and the sonic
approximately 1 m. from the tower. Also in this array is a Gill at the top of the 6
m tower 3H west of the edge and a Li-cor pyrheliométcr approximately 1 m off the

grouﬁvc"l, 10 m west of the edge.

The final set o.f arrays are the horizontal edge transects which are used fofspatial‘
and event analysis of the flow. TFWOES were mounted on towers af EP, IP ahdlS
“in the transect runs. Température sensors were mounted at each TFWOES station.
Also in the arrays were Gill UVW anemometers, the sonic vertical anemoneter and
a Li-Cor pyheliometer, all of which were positioned as descirbed previously, and
these instruments remained in these positions during all the transects. Transects
were run with all of the TFWOES at 1S and IP at 20 m while the TFWOES at EP
was at 15 m (high position). The TFWOES at EP in the high position is lower than
the other two stations in this position becausc the personnel lift and the extension

used at EP does not reach as high as the other towers.
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Mounting and levelling the TFWOES system was a tedious and difficult task in
these experiments. Subsequent work, largely in response to problems encountered
in these experiments, has standardized the procedure, improving it markedly. The
combined length of the mounting arm and the sensor arm allowed the sensor to be
extended out from the tower approximately 75 cm with a variation in this length of
about + 10 over the course of the data collection. Tempe_raturg sensors and
preamps were mounted using telescoping aluminum arms and were positioned above
and slightly behind (downwind of) the TFWOES. The temperature sensors were
~ typically 15 cm from the TFWOES sensors though this distance varies + 50 due to

the difficulties encountered in'mounting the two arms in close proximity.

Before data collection, each sensor was covered for a zero run with a brown pa-
per bag, reinfcrced by a wire skeleton for rigidity. After all the sensors were cov-
ered, data were collected for 50 seconds at 20 Hz. These runs wefe used to detect
problems with the sensors such as shorts, opens, spikes, etc. After troubleshooting
was completed a 50 sec zero run was sampled and saved. After the zero run is
completed, the sensor covers are removed and the sensors are re-levelled. Zero runs
and leveling were usually performed every other run durihg high frequéncy sampling

and before every low frequency data set was collected.

Sampling frequency and lengths of the runs were determined by the author using
the available flow data, Nyquist theory and the storage characteristics of the com-
puter. The Nyquist frequency defines the minimum sampling frequency required to
extract information at frequency f for period P:

1
Np=20=—5 : a.n
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and cven this relationship assumes a prior knowledge of the function: being sampled.
Sampling lower then the Nyquist frequency can cause aliasing or the inference of
lower frequencies than are actually present. Blocking and buller considerations,
dictated by the computer system, established the maximum length of thc data

blocks. Square wave tests were run to determine the length of the interblock gaps.

At the high frequency end, sinéc preliminary daté indicated information in the

in-canopy spectra at 5 Hz (Miller and Lin, 1985) it was decided to sample at 20 Hz.

The dissipation range in the atmosphere is O(1 mm) as discussed previously.. To

sample this frequency fluctuation (assuming sufficient sensor sensitivity) would re-
quire sampling in the KHz range. Though these frequencies do exist in the atmos-
phere, spectra indicate (Anderson, et al., 1986) that the energy at these frequencies

is negligible. There is an inherent trade-off in this type of experiment between

sampling frequency on the one-hand and storage availablity and processing costs

on the other (Tan-atichat and George, 1984). Blocking limitations allowed 100

seconds of data at 20 Hz and 360 seconds at 5 Hz. Therefore, the data are com-

posed of two types of sets, high frequency data which are 20 Hz data sai-pled fo:'

100 seconds per block. The high frequency sets are composed of either 3 or 4

blocks per set. The second type of data set are low frequency data, sampled at SHz
for 360 seconds per block. All of the low frequency data sets consist of 10 blocks
each. ’A detailed description of data collection and processing software is given in
Appendix 1, and a detailed user manual including the Fortran source codes is being

prepared by the author.

Data collection was conducted in three sessions. The first was in the spring of
1986 before leafing occurred in the stand though the maples did blossom during this

time period. After the spring runs, two experimental changes were made. First it
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was decided that housing and heating of the bridges in the field was not necessary.
Laboratory tests at a range of ambient tcinpertures (approximately 10°C- 30° C)
demonstrated that if there were ambient temperature effects on the electronics, they
were compensated for by using E — E; in the calibration polynomial. No data ex-
tensively analyzed in this study was collected at temperatures less than 7°. Bridge
housing is not desirable in hot weather unless it is well ventilated because the re-
stricted circulation around the bridgés can restrict convectional éoolivrigv and internal

heating of the bridges.

The second major problem in the spring runs was one of :electrical noise in the
sensor signals. The noise problems were of two distinct types. The first is a spiking
which seemed to occur at the beginning of data blocks and which was of sufficient
magnitude to obscure instrument signals. The second type was persistant periodic
noise which rippled throughout the data sets. The periodic noise seemed to ride on
the mean signal so that it did not have a strong cffect on the mean statistics but
turned up as spikes in the spectra typically between 1 to 10 Hz. This noise appeared

to be in phase on all of the channels because it would substantinally increase com-

“puted between channel, zero-lag correlations.

It was decided to common all shield cables at the bus and tie this into the chasis

of the computer which is tied to a utility ground. In this way, all the bridges, the

A = D and all cable shields were brought to a common ground. This eliminated the
periodic noise. It is worth noting that the stationary towers are grounded because
they are anchored with metallic stakes. This means that there are at least two pos-
sible grounds in the system. If instrument chases are allowed to touch the towers,
a marked reduction or fallout is noticed in the bridge output signal. (See Diefen-

derfer, 1979 for a technical discussion of electrical noise.)
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Chapter V

Statistical Methods

5.1 Introduction

»

Interpretatiop of the turbulence data that were gathered is accomplished using
documented techniques such as spectral analysis (Priestly, 1981) and quadrant
(hole) analysis (Shaw, 1985). Further insight is sought by the application of condi-
tional sampling/windowing techniques which have been developed in this study.
Initially, extensive ‘mean’ analyses are performed on the data. These allow prelim-
inary interpretation, as well as a degree of quality control. Also, all conventions,
rotations and conditional tests applied to the data which have not been explained

previously will be presented here.

-
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5.2 Mecan and Variance Analysis

A conditional sampling algorithm was used during mean analysis and quadrant
analysis to tcst for and exclude data that show a horizontal approach angle > 75°
from the vertical centerplanc of the probe coordinate system. The ratio of good to
total data points in terms of approach angle (inclhsion ratio ), is included in the
summary statistics (Tables 6.2 through 6.11). Note that of 50 data sets collected
(counting each sensor individually) , 37 (74%) indicatc that 99% or more of the data
in each of these runs is within the designated approach angle. Only 4 of the 50 (8%)
show inclusion ratios less than .80. The acceptance angle used here ( 75°) is very
conscrvative (Miller, et al,, 1987) and could be incrcased to classify most of the
currently discarded data as good. The conditioning technique uscd can be tested in
a straightforward manner by running the mean and variance analyses on the data
sets with the lowest inclusion ratio with all the data included in the analyses. The
problem with this approach is that the data have been classcd as ‘bad’ and excluded
in the first place because they may not be physically meaningful due to instrument

shadowu.

Recognizing this limitation, an inclusive mean analysis was conducted on the
November 11, 1986 data (Table 6.10). The results show changes of around 20° in
the mean dircctions. It is noted that some of the lowest inclusion ratios correspond
to high values of turbulent intensity (Table 6.10) particularly in the unfoliated
trunk-space data. The conditional sampling of the series with low inclusion ratios
has some effect on series mean and variance but the diferences between the condi-
tioned and unconditioned series is typically less than 20% of the absolute value of

the quantity.
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Conditional sampling cannot be performed on scrics which are to be used for
spectral or corrclation analysis without replacenient of the removed data with syn-

thetic data in the series or truncation of the scries at cach excluded point. There-

fore, these points are included in the series for spectral and correlation analysis and.

the inclusion ratio of each vector time series is given in the summary statistics.

Extensive mean and variance analysis has been performed on all of the daté s'ets
obtained between 8/25/86 and 11/23/86 which include at lcast three functioning
TFWOES. As mcntioned in Chapter 3, W = 0 cannot bc assumed at this site be-
cause of the edge and canopy inhomogeneitics. At a level site with uniform rough-
ness, data could be rotated to force W = 0 to eliminate lcveling errors. With this
in mind and the physical interest in mean vertical motion at the sitc acknowledged,
statistics have been calculated for the data with and without vertical rotatibn. In
the vertically unrotated data, leveling error and actual vertical motion are incorpo-
rated in the calculated vertical component. In the vertically rotated data, both are
removed. These two calculations,rotated and unrotated, are equivalent to calculat-
ing the fluxes (u'w’ and W'T’) perpendicular 1o a level ground surface and per-

pendicular to the streamlines (neglecting leveling error ).

An initial rotation to force V' = 0 was performed on all of the data. Then the
mean, ¢ and turbulent intensity (TI) of the horizontal vector {in the u-v plane) were
calculated. Also at this point, mean, o, and TI are calculated for the w component

as well as mean fluxes perpendicular to the surface.

The algorithms used in the mean and variance analyses are all based on standard
formula. The mean analyses were combined with the quadrant analysis for pro-

gramming convenience. All code discussed here was written by the author , as op-
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posed to using packaged algorithms, which secmed less convenient for the task at
hand. Variance algorithms were also written by the author. Two-dimensional ro-

tations of the form
X'=Xxcosa + ysina (5.1a)
y' =-—Xxsina + ycosa (5.1b)

were employed, where a is the angle of the mean vector with the vertical centerplane

of the probe.

The mecan horizontal angle («) and angular ¢ can be calculated using the raw

velocity component data as follows. If the system

—_— sin 6,

Sin 0= 'N ‘ (5.2a)

=

cos 6,

cosf = N (5.2b)

i=l

is used, where @ is the instantancous anglc,

-1V

6=tan “( >) (5.3)

an avcrage angle is obtained. If this angle is used in the coordinate rotation (Eqn.
5.1 a,b) as a , the desired rotation forcing y to zcro is not accomplished. The desired

angle a is the angle of the resultant vector and is obtained using

i
1
i
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e«
it
=7

tan~

(3.4)

then @ = a.

After the second rotation which rotates into the mean streamline in three di-

mensions, all the statistics are calculatcd again with the exception of the w statistics.

All of these data arc presented in tabular form for cach data set. Included in this
summary are data from the Gills (the inclusion ratio for the Gill is always 1.). Data
from the sonic anemometer mounted near the Gill is also presented, though it is
limited to W and vertical heat flux (H). Finally, an average screen height temper-
ature for the run is included. This tcmpcrature was obtained from the second order

station approximately 300m NW of the site.

The Gill data underwent special handling due to instrument specific cosine aad
frequency response. The cosine response algorithm is included as a subroutine in
the statistical processing program. The algorithm used comes directly from Horst
(1973). Gill frequency responsc is approximately 1 Hz. Since data were collected

at either 5 or 20 Hz, an averaging routine: was used to reduce the data to 1 Hz.

The data are presented and discussed relative to a coordinate system with origin
x,y=0,0 on the ground surface 10m east (further into thc forest) of the stationary
tower where all vertical profiles were collected. The coordinate system is di-
agrammed with cvery sensor station used in this experiment shown with its coordi-

nates in Figure 5. Coordinates are in meters from the origin.
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5.3 Spectral Analysis

As pointed out previously, the autocorrelation and the spectra of a given scrics
are mathematical transforms and as such contain similar information. In this study
spectral analysis (analysis in‘the frequency domain) will be cmphasized, though
corrclation analysis is used where it is required by convention or offers insight.

Though spectral analysis is a fundamental tool in {luid dynamics, interpretation of

this analysis can be " Ticult. Therefore, this technique is Jeveloped here analyt-
ically, leading to its statistical usage and interpretation. Also discussed are scaling

and conditioning techniques used in this analysis.

Generally spcaking, spectral analysis is used to decompose stationary, random

scrics into sine and cosine functioas. The amplitude of these functions represents
series variancc at the period of the function. Following Priestly (1981), any periodic

function may be represcnted as a Fourier series

ftx)=Z(ar cos( 222 + by sin( 25 ) (5:9)

r=0

Where x is displacement and p is the period of the function. This can also be cx-

presscd in terms of angular frequency (w) ,

W= (5.6)




!

To.extend this idea to non-periodic functions, i.c. stochastic time seric., . is ne-
" cessary to regard non-periodic functions as periodic functions of infinite period. This 1

allows Equation 5.5 to be written as

fx) = I 0°°g(m) cos wx + () sin ox dw (5.7)

This procedure is meaningless if

j:o | Ax)ldx = oo (5.8) 3

so Eqn. 5.8 is a limiting factor.

ik i

Otherwisc, by introducing p(w) as

1/2{g(w) — ik(w)} ©>0
p(w) =< g(w) w=0 (5.9)
12{g(le]) +ik(le])} ©<0

Eqn. 5.7 can be written as

o0

)= pledo (5.10)

-0

utilizing an identity of the complex exponential. p(w) is said to be the Fourier

transform of f{x).




78

Thus, the difference between periodic and non-periodic functions is that periodic
functions can be expressed as a discrete sct of frequencies while the description of
non-periodic functions requires all frequencies. To generalize Eqn. 5.10 for these

two cascs, a function P(w) is introduced so that

Cflx) = j' e “XdP(w) (5.11)
In the non-periodic case
dP(w
L) o p(w) (5.12)

yielding Eqn. 5.10. In the periodic case

A, o=w .1r=0,%11,+2,.. :
dP(w) .—_{ (5.13)

0 otherwise

leaving f{x) non-zero at the discrete {requencies described by A,. The introduction
of P(w) is known as a Fourier- Stielties transform. Based on the work of Wiener
(cited in Priestly, 1981) this theory can be extended to non-deterministic, stochastic

processes, such as a time series realization of a non-harmonic process, using

X(t) = .[ e'“dZ(w) (5.19)

here Z(w) is a function of the same form as P(w) , but is not differcntiable at every
point. Thus, Eqn. 5.14 provides a formal analytical basis for the decomposition

of a time series into sin and cosine functions. The amplitude of a given function,




g(w) and Y(w) in Eqn. 5.7, is interpreted as the amount of variance at {requency

w.

FFollowing Panofsky and Dutton (1984), the variance spectra of turbulence is
computed using the autocorrelation function R(z) (see Eqn. 1.8 and discussion ).

So
R(7) = E{u'(t)’'(t + 7)} (5.15)
if we assumc or create a stationary scries, then the Schwarz inequality
R(D) < (E{ OB+ ) P = 0,2 (5.16)

rclatcs R(z) to a,2. Since 1/2 o2 is defined as the TKE of the flow, R(z) is for-

mally related to the encrgy of the flow. By a Fourier transfciii {see Eqn. 5.10)

—00

O(w) = -,‘,— J R(z)e'“"dr (5.17)

with ®(w) representing the distribution of TKE with @ . Ultilizing the inversc

Fourier transform

R(z) = 1/2 f P(w)e " dw (5.18)

=00

and

R(0) = 1/2 J_:d)(w')dw (5.19)
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If © =0 is tested in Eqn. 5.16 it can be seen that the rhs of Eqn. 5.19 represents the
TKE of the flow.

Before discussing physical interpretation and computation of these quantities, it
is neccessary to formally present other related analyses which are used and are de-
rived from or rclated to the spectral methods described previously. The first is

phasing in a univariate scries. A phase angle, (¢) , of the form
¢ =tan"! — (=) (5.20)

can bé calculated using the Fouriei coefficients from Eqn. 5.5 (Jenkins and Watts,
1968 ). This angle can be computed for each harmonic but is of little use in this
study because the angle is relative to the temporal origin which is arbitrary in the
series under consideration here. Therefore, univariate phase analysis was conducted

but is not used extensively in the data interpretation.

The remaining spectral analyses used are bivariate analyses associated with the
cross-spectra of two series. The cross-spectral analysis can be decomposed to di-
rectly yield co-spectra, quadrature spectra, inter- series phase relationships and co-
herence. All of these diagnostic quantities are calculated in this study. Therefore,
these methods are developed here with some formality following Panofsky and

Dutton (1984).

The cross-spectra is developed in a manner similar to the univariate spectra with
differences arising from the fact that the auto-covariance (R,(7)) and the cross-co-
variance (R,(r)) functions are different in some fundamental respects. R(7) is

symmetric about 7 =0 and therefore is an even function. Sin is an odd function
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which integrates to zero over 1= —oco t0 t=o00 Thus Eqn. 5.17 may be written

as the real integral

2 0
O (w) == Jo R, () cos wede

(5.21)

Conversely, R,(7) is not symmetric and the Fourier transform yields the complex

integral
L i
Oy y(w) =7 J ny(t)e'mdr
-00
or
d)xy(a)) = ny(w) + iQxy(w)
where
Cyylw) = -%- I _oony(‘r) cos wrdz
and

l o0
Qylw) =" J._Qony(t) sin wtdr

(5.22)

(5.23)

' (529)

(5.25)

C,y(w) is the co-spectra and Q,,(w) the quadrature spcctra of ®,,(w). Manipulating

further, ®(w) can be defined as




B
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SR | Quy(®)
®(w) = tan oty (5.25)

and is called the bivariate phase angle.

The final quantity is the coherence, which is sometimes called the * spectral cor-
relation coeffic‘ent’. This statistic examines the behaviour of two series at a given

w without phase effects and is defined as

(Cry(®) + Qyl@))?
Iylw)= Dy (@)Dy(w) (5.26)
Ifx = y, then R, (7) is symmetric and Q,y(w) =0 . This leaves
D, () = Py(w) =, /ny(m) (5.27)

so M (w)=1.

Still to be discussed is the computation of spectra made up of finite series of data
evenly spaced in time and subsequently, the physical interpretation of the quantities
described here. The former problem is one of numerical analysis. The Fast-Fourier
transform (FFT) software used in thes~ analyses was not written by the awmhor, but
is a much used FFT routine written at Pennsylvania Statc University in the middle
1960’s and documented by Parhani (1971). The FORTRAN source code was ob-
tained from the University of Ncbraska and was loaded onto the 3090 IBM system
at the University of Connccticut. Software was written to link the FI'T output and

system graphics packages.
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- The FFT was introduced in 1965 by Coolcy and Tukey (as referenced in Priestly,
1981). The advantage of such an algorithm is the savings gained in computer time
by reducing the numbcr of calculations required. Following Pricstly (1981) and
Cooley et al., (1977), consider a series of N numbers represented by x,, and the dis-

crete finite Fourier transform

D(wy) = ) x¢*® p=0,1,..N-1 (5.28)

For each p, N operations are required to evaluate the sum. Therefore, to evaluate

across all p, N2 operations are required. To reduce the nuraber of operations let
N=rss (5.29)

where r and s are integers. Let

t=0,1,.N-"?

t=1t;+¢t; t,=0,1,..r—1 (5.30)
tg=0,1,..5s—1
and
p=0,1,..N-1
p=spy+pp P=01,..1-1 (5.31)
p=0,1,..5—1

After some manipulation the discrete Fourier transform (Eqn. 5.28) is changed to a

two stage summation. First




2riPll* - a(pg, to) (5.32)

Xy +19)¢

The reduction of this sum requires Ns operations since there are N values of

2(py, tp) and the sum is carricd out s times for each. Next,

D(wy) = ?a(Po, to)e?"Polt (5.33)
&=t

Eqn. 5.33 requires r operations at each N. This two step procedure therefore re-

quires
Nr+ Ns=N(r+s) (5.34)

operations which is usually substantially less than r2 operations. Further, if N can

be expressed as
N= Fyeryelsy... l'p (5.35)

where r)..r, arc prime numbers, the number of operations lessens to
N(r; +r, + - + 1) (Thomas et al., 1963 as cited in Cooley, et. al. 1977 ). The FFT

algorithm used in these analyses requires that
N=2P (5.30)

thus extending the idca of Eqn. 5.35 to its maximum and lowering the number of

required operatiors to O (N log N).
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Certain specific statistical manipulations were used on the data analyvsed here.
The first was the appending of zcroes to cach realization of the data so that cach
rcalization fulfills the requirements of Eqn. 5.36. Appending zcrocs to the data will
not affect the numerical valucs of the spectral density estimates but it will afTect the
frequencics at which the transforms are evaluated (Priestly, 1981 ). The second
conditioning technique used here is called tapering. Tapering is neccessary because
sharp discontinuities in a data set, such as occur at the end of a set or at the ‘edge
of the window’ cause a rippling effect in the spectral estimates known as Gibbs ef-
fect. The classic example of this effect occurs when a square wave is constructed
using sine and cosine functions. The solution to this type of bias is to taper a real-
ization at its ends. The tapering used here is one quarter period of a corine function
which acts on 5% of the data sct at cach cnd of the series. The taper is simply a
factor which varies {rom zero to 1. Daia point N is multiplicd by zero and the taper
factor increases as a cosine function to data point 19N/20 which is multiplied by
one. The same tapering also occurs at the start of the realization (data points | to
N/20 ). The final conditioning is performed on the spectral estimates themselves to
convert them to spectral density. This is accomplished by dividing cach of the csti-
mates by the total variance yielding a normalized spectra, the intcgra! of the area
under the normalized spectra equals one. The spectra presented here are either
three or four rcalization cnsembles for the 20 Hz runs and ninc realization ensem-
bles for the 5 Hz runs. The 20 Hz realizations consist of 1999 data points cach so
49 zcro points are appended to yicld 2048 (2'!') points for the FET algorithm. The
5 Hz rcalizations consist of 1799 data points cach so 249 zero points are appcnded

to thesc series.

Spectra of turbulence were discussed at some length in Chapter 2 and the inter-

pretation of this statistic should be clear. The cross spectral analysis can be sum-

WS WP Y Y AW iR T, Y Y Vo WY A '
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marized as follows. The cross spectra is divided into real and complex parts
corresponding to the co-spectra and quadrature spectra respectively. The co-spectra
yiclds the “in-phase’ covariance between the coefficients of the two scries. The
quadrature spectra (as its name suggests) yields covariance between ‘out-of-phase’
cocflicients. The shiflt is duc to the 90° shift between the cosine and sine functions
which define the quantitics (Eqns. 5.24 and 5.25 ). The bivariate phase angle de-
scribes the phase angle between given harmonics of the two series. Phase spectra
can then be drawn which describe the phase relationships at all frequencies. The
cohe;ence { Eqn. 5.26) acts as a correlation coefficient between series, but since it
is calculated at a given @ , all phase information is lost. Thus, this statistic is re-
moved [rom the relative time differences between series and correlates coefficients

of given harmonics.

Scaling of the spectra of velocity components and temperature was performed

using Eqn. 1.32 to obtain a length scale (L). Dimensionless frequency, f, is then
f=nLfu (5.37)

Four other mcthods were tested on the in-canopy and near-canopy spectra of v’
from the profile data. The first was to substitute u, for U in Eqn. 5.37. The second
was to multiply Eqn. 5.37 by the non-dimensional Eulerian to LaGrangian conver-
sion factor , .5/(a,/u) ( Pasquill (1974) in llanna ct al,, (1984) ). Finally, a time
determined from the autocorrelation of w (Baldocchi, personal communication,

1987) where

tw=7 When p(r)=0 (5.38)




Y

where 1, is the number of lags at which the autocorrelation of the w series (p(t)) is
zero. The success or failure of these schemes is presented graphicaily and discussed

in Chapter 6.

5.4 Quadrant Analysis

[T

The next analysis to be discussed here is a quadrant analysis of Reynolds stress
with a conditional magnitude filter. This filter which eliminates values in a series
below a certain magnitude creates a hole on a quadrant plot of u'w’ and hence the
namc holc analysis. As described in Chapter 2, it is expected that anomalously large
valucs of horizontal velocity (+ u’) are associated with downdrafts ( -w) and low
values (— u’) arc associated with updrafts ( +w ). An obvious way to verify this is
to check if — v’ and +w arc associated at a given point in time. Since much of the
series consists of small values of u'w’ which may be interpreted as ‘noise’ and arc
of little intercst, a threshold value of u'w’ is chosen. Points with values below the

threshold value arc not considered. Points with valucs above the threshold arc as-

signed a quadrant bascd on the signs of u’ and w' in the u'w’ term. The quadrants
arc numbcred by convention with quadrant | corresponding to + + and the quad-
rant numbers increasing counterclockwise around the graph of u’ versus w' . The
analysis is typically performed at different threshold valucs or hole sizes to sce if the

percentage of points in a given quadrar. changes with hole size. i

This procedure can be formalized following Shaw (1983 ). First the threshold

value or ‘hole’ can be described as

H=uwiuw (5.39)

i_____m_____.___.__.__.m e e — A J
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In the software written for thesc analyses, H is incremented by integer values. For
instance, the scrics is first filteted at H = | or W'w=u'w', then at Hl = 2, then 3,
etc. typically up to H = 40. What is effcctively created by this procedure is an

intermittency function for large momentum events. Shaw defines a stress fraction

Sin

T
S =W !le + J wwW (Rl (tdt (5.40)

and a time fraction T,

Ty = lim j I, yytdt (5.41)

so that §; j; describes the contribution to the stress from a given quadrant at a
particular hole size and T ;; is the percentage of time the series met the specified

hole and quadrant criteria. The intermittency function, I; i has the form of a typi-

cal intermitiency function

=

1, if (Ww)eQ and |u'w| = H|uw|
{ (5.42)

0, otherwise

Notice that this mcthod bypasses substantial information in the time domain.
Though the fraction of time the series remains in a given quadrant after filtering is
considered, the length and spacing of an individual ‘strong’ event is not considercd.
Also, all phase information is lost so that if two spatially scperated serics were

compared, the relative ume of occurence of strong events in time is not apparent.
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The obvious approach to this problem is to return to the original serics in ques-
tion. Events can be cxamined and filtering performed without losing the relative
time information. This forms the basis for the next sct of analyses which are being

termed structurc analyscs.

5.5 Structure Analysis

The structure analysis techniques devcioped for this study were conceptualized
based on empirical observations reported by Thompson (1979), Shaw et al., (1979)
and others. The actual method is developed from work done by Chen and Black-
welder (1978) and Scholls (1985) (see Chapte; 2 ). The purpose of this analysis is
to isolate extreme events in the flow. Since such events may occur randomly, har-
monic and correlation analysis will not describe them adequately. Once these cvents
arc defined and located, it is of interest to determine how important they are in
transporting kinetic encrgy and scalar quantitics in the flow. Also, the propagation
of these structures in time and space and the intcraction of these structures with the

canopy can be investigated.

Initial attempts at isolating coherent structures or events were based on reports
of ramp structures in time series of temperature (Thompson, 1979). The ramp
structurcs consist of a slow risc in temperature followed by a sharp decline and may
be associated with the transport of cold fluid by boundary layer scale cddies (see
Chapter 2 ). A windowing technique to scarch for such structures in a time scrics
is called variable interval time averaging (VITA ). This technique was developed
ty Chen and Blackwelder (1978) for usc in wind tunncls and used by Scholls (1985)
in the PBL. The VITA of quantity Q(t) is defincd as:




:
:

Lo e LT ]

t+.5T
Q) = [ _ g, Qo (5:43)
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The localized VITA variznce of Q is:
(var(t)) = (Q%) - (Q)° (5:44)

A detcction functior may be stated as:

1 if (var(t)) > KyQ*?, %9— <0
D(t) = { t (5.45)
0 otherwise

where Ky is a threshold value which is used to calibrate the technique and Q' is

defined as:
1
Q= (rlim (var(t))) 2 (5.46)

Q(t) is a moving average, il Q(t) changes abruptly as indicated by var(t), then the
digital dctection function I(t) is set to one. Using this mcthod, long time series can
be scanned to detect rapid changes in the serics mean. The requircment of change
in a specificd direction can be adjusted, using Ky, bascd on physical requirements.
After an event meeting the threshold criteria is found, it can be compared to a si-
multancous scrics of a different quantity. For example, an ‘injection’ of momentum

into thc canopy should be accompanied by a decrcasc in temperature.

A modificd version of these ideas was applicd to the temperature scrics. The
technique usced a change in temperature (AT ), if AT exceeded a specified threshold

valuc (K,) within a specified time , t, T would be flugged. The program then printed




the flagged valuc of T (1) along with a specified length of the series around Ty and
the corresponding velocity series. - These two picees of the realization are then in-
spected to see if, indeed, sharp temperature drops arc accompanicd by velocity in-
crcases. This technique did not yicld the expected rcsults; Strong ATs were not
always accompanicd by structures in the velocity scrics. In the limited usage given
this technique, the two series ncar Ty never showed the clear relationship expected.
This initial approach lacked gc‘ncrality. The VITA technique was originally devel-
oped in a wind tunncl where the thermal structure of the boundary layer is created.
In the PBL, where a large range of Richardson numbers can be experienced ( in-
cluding local stability variations within the canopy) the uscfulness of this approach
is imited. In near ncutral conditions, dT/dz is small ( d6/dz=0) so {luid transported

a long vertical distance will not show a large AT in the scries.

Based on the results of this first attempt, a morc direct approach to finding large
or coherent momentum tr&néfer ‘cvents was éhosen. Momentum information is
available in the quadrant analysis. Each point is sorted by quadrant and by size.
Therefore, it was decided that since this information was already being compiled, it
was a staightforward task to retain the relative time information. Thus, scries of

u'w’ were produced where, if H is ‘hole size’ and Q .is a speciflicd quadrant

(5.47)
0 othecrwise

uw if (luw(t)l >H and Q(t)=Q)
()= {

where t is the position in the original scries and Q (t) is the quadrant (given by the
signs of u’ and w, at that position ). This equation basically combines Eqns. 5.39
and 5.40 to create a scrics of large momentum events separated by zeros. By varying
H, it was hoped the ‘correct’ filter size could be determined. This value would lcave

discrete blocks of large u’w’ and climinate intervening noise. Another approach was
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to go back to Eqn. 5.40 and plot the intermittency function (I; ) with respect to

time. This technique was varied so that I (t) was given three states

1 if |u'w(t)| >H and Q()=Q,
10={=1if luwl>H and QW) =0, (5.48)

0 otherwise

thus crcating a time series showing three states of momentum transfer. At each
position t, I(t) can be ! representing a large injection ¢~ momentum, -1 representing
a large ejection or O representing the interactive quadrunts and time when the

threshold value of H was not exceeded.

The purpose or reducing the series of momentum to three states was to yicld a
clear graphical representation of strong momentum transfer events in the series.
The representation yiclded by Eqn. 5.42, however, did not reduce the series to blocks :
of large momentum transfer with intervening zeros as hoped. Instead, the scries
remained dominated by short bursts in Q, or Q, interspersed with zeros so the

overall effect was a noisy series, eventhough it was apparent that during given in-

tervals Q, was more important, followed by intervals where Q, was more important. ?

The final step in this process is to smooth or filter the series so regions where a
given quadrant is obviously dominant becore discrete, coherent sections of the se-
ries. It was hoped this could be donc simply by varying I1 but this approach did
not yield a clearer representation of momentum cvents. An intricate neighborhood
algorithm was written that arbitrarily decides the beginning and end of these events
based on the surrounding series. This algorithm was unwicldly and was cventually

simplified so that only events that remain in a given quadrant and meet the hole size
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criteria for a continuous specificd length of time are included. The paramcters that

give the best graphic represcentation are 5 seconds and H = 1.
5.6 Determination of Stability
Stability is estimated for each of the long runs using w'T’ and u'w’ at the 2dm

Gill and T from the Stevenson screen. The algorithm used is from Panofsky and

Dutton (1984) where L is defined as

' 3
) U CpT
- p? (5.49)
k,gH(1 + .07/B)
here this is reduced to
reer 32
L= ww °T (5.50)

" k,gwT'(1 +.07/B)

where B is the Bowen ratio (the ratio of sensible to latent heat flux ). Since LE

; (latent heat flux) is not available in this study, a range of values, bascd on other
; rescarchers (Anderson, ct. al. 1986, Dcnmead and Bradiey, 1985) is tested. Over the
foliated canopy B is sct at .25 and 1. Over the unfoliated canopy 1. and 2. are used.
The ratio -(z-d)/L is then calculated with d initially set at the level of maximum LAL
This method over estimated d in the unfoliated canopy, so a profile estimation (
Rosenberg, 1979) was performed to estimate d. The two mcthods yicld similar re-
sults in the foliated canopy (d = 11). The lower value of d calculated by the profile
mcthod (d = 4) is used for the unfoliated canopy. Dolman (1986) found similar
values {or d/h in a shorter, foliated canopy, though his unfoliated values of d/h fall

between the two values calculated here. Two values of -z/L are presented for each




long run (based on two values of B ). Though the values of -z/L can vary up to 20%
across the specified range of B, the calculated stabilitics agrce qualitatively with

observations made in the run log.

5.7 Correlation Analysis

Correlation analysis is performed to investigate spatial relationships and to ob-
tain specific integral scales used in scaling spectra. Standard correlation algorithms
are used in this analysis (Haan, 1977) for both auto and cross-correlations. The
correlation statistics were run block by block to avoid problems with inter-block
gaps. Multiple blocks are examined for a given data set to ascertain the variance
in the results. Spatial cross-correlations were performed on vector velocities be-
tween sensors. Since the sensor spacing precludes high frequency correlation due
to the small spatial scales which cause high frequency fluctuations, the cross-corre-
lations are run on smoothed series. Based on an average wind speed of 5 ms—! and
a maximum scnsor spacing of 21 m, a 4 or 6 second block average is performed on
the series before the cross-correlation analysis is performed. Auto-correlations are

run on 1 Hz data at all sensors, since this is the frequency response of the Gill.

5.8 Determination of Drag CoefTicients

Profiles of local drag coeflicients were calculated using the formulation of Shaw

(1987). Bascd on the formulation of shear stress as

= pCpl° (5.51)
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a local drag coeflicicnt can then be for,aulated as
U
Cp=(= )2 (5.52)

which is cusily calculated from the available data. [t should be noted that the
quantity described in Eq 5.52 might be more appropriately termed a surface friction

cocflicient, especially in-canopy.

5.9 Dispersion Statistics

Since an immediate application of this r¢search is in transport and dispersion of
gasses and particulates in the canopy, dispersion statistics are calculated for the low
frequency data scts. The statistics used arc from Hanna (1984). As an indicator

of vertical dispersion

Dy =-;; (5.53)
is calculated. As an indicator of longitudinal dispersion
a,
D=, (5.54)




is used. To compare between data sets the values of Dy and D, presented are

normalized by the values of these variables at the Gill.

5.10 Dectcrmination of Canopy Density

Finally, the last method that requires discussion is the dctermination of canopy
density at the site. The sampling technique used and the algorithm employed to
yield LAI are described in Wang and Miller (1987). This is a photographic method
using hemispherical phctographs at different heights to determine LAI above a
given height. This allows a profile of LAI to be constructed. The lens utilized
(Nikkon 16mm f2.8 150° ) produces an equiangular projection which is overlain by
a grid with intergrid area a constant proportion of projected arez across the grid.
The photographs were quantified pased on the percentage of grid nodes covered by
dark (foliage) or light (sky) in the photograph. These percentages are then entered
into an algorithm which has been calibrated with respect to leaf inclination and az-
imuth angle at this site using the data of Miller and Lin (1985). This algorithm

yields LAI for a foliated canopy.

Due to photographic problems, LAI for the foliated canopy was taken directly
from Miller and Lin (1985) and is bascd on a point drop approach. The photo-
graphic method was used in the unfoliated canopy but the azimuthal density func-
tion (g (6 )) was changed. Since canopy stems and branches are not expected to
show strong heliotropism as sun leaves do, g (€) was changed from an empirically

determined distribution to an uniform distribution with respect to height.
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Photographs were taken at 1 or 2 m intervals between y=0 and y=h at x= 21
aad were also taken at x,y = 43,0 and 10,0. Due to the low valuc of stem area in
the unfoliated canopy (tvpically .7 < SAl £ 1.4 above z=0) there is a large per-
centage variation in SAI between profiles measured on dilferent days but profile
shape is relatively constant. An average profile has been calculated for usc in this

discussion.
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Chapter VI

Results and Discussion

The focus of the results chapter is on the comparison of the edge canopy flows
in the [oliated and the unfoliated states. First, velocity profiles in the canopy in
foliated and unfoliated conditions with forest and edge fetch flows will be compared,
with discussion focused on mean profiles. Subsequently, the horizontal transects
will be used to construct two dimensional contour plots of the mean edge flow.
Quadrant analysis, spectral analysis and structure analysis is then used to gain in-

formation on length scales and flow structure in the canopy.

The most difficult part of this analysis is the formulation of composite results.
The flow statistics will in some respect be influcnced by U , a5, T1, -z/L, wind di-
rcction and LA]. To isolate the effects of changes in LAl and the edge is, theiefore,
difficult duc to inhomogenecities in the foliage, terrain complexities and the vagarics
of thc synoptic scalc flow, all of which combinc to make each run a unique situ-
ation. However, certain conclusions can be made and others can be speculated

upon.

-99.
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6.2 Stability

Stabilities calculated from the low frequency runs are presented in Table 6.1.
Of the 10 low frequency runs examined, seven are near neutral , one is classed as
neutral, one is classed as near neutral but is stable and one is strongly unstable (see
classification scheme of Anderson, et. al, 1986 ). The rclative homogencity of
stabilitics over the course of these experiments aids inter-run comparison of the

data.

6.3 Mecan Statistics in Vertical Profiles

The mean statistics and the quadrant analyses for one hour runs are presented in
tabular form (Tables 6.2 - 6.11 ). The first page of each table (Table A) contains
primarily mean information for the specified run. Columns 1,2 and 3 are average
vertical velocity (W) , average horizonta) velocity (Uy;) and average total velocity
(Ure) respectively. Columns 4 and 5 are horizontally rotated UWy,, and uw, aftcr a
three dimensional rotation. Columns 6 and 7 are WT after a two dimensior-l.al rota-
tion and after a three dimensional rotation W’T‘. respectively. Column 8 is the in-
clusion ratio (see Chapter 5). The second p;ge of each table is composed of
variance statistics for each run. Columns 1 and 2 are mean direction £ and standard
deviation ¢°, of direction respectively. Directions are given as the L from due
north. Column 3 is standard deviation of tempcerature (oy). Columns 4 and 5 are
standard deviation (o,) and turbulent intensity (TI,) of the vertical component of
velocity. Columns 6 and 7 are standard deviation (o;,) and turbulent intensity

(TI;,) of the horizontal (into the mean wind) velocity component and Columns 8

and 9 are standard deviation (o5 ) and turbulent intensity Tl5,,, of the total vec-
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tor. The third page of each table is a rough summary of the quadrant analyses.

Two representative hole sizes were chosen for cach run (usually H=1 and cither
H=10 or H=20 as dcsignated on the table itscll). The first four columns are la-
beled by quadrant and the [raction of the total remaining that falls in that quadrant
is listed. The fifth column contains the total points remaining at the specificd hole
size. The second five columns contain the same information for the larger hole size.

Note that due to the instrunient frequency response, the total points remaining for

the Gill anemometers will typically be less than those remaining for the wires be-

cause they begin with fewer points.

The mean profiles from foliated and unfoliated edge fetch flows show some
s«riking differences. The comparison of normalized Upgt in the foliated and unfoli-
ated canopics exhibits differences caused by changes in canopy density and changcs
in the relative distribution of canopy elements (Figure 6). The normalized gradicnt
is |AUy/Az| (this differential will subsequently be designated as S,) where
Uy = Upor Normalized by Upor at 2dm. S, is much larger above z/h=1 in the nor-
malized foliated profile (Figure 7) than in thc normalized unfoliated profile. S, be- |

comes much smaller between 1.1 and .7 h in the normalized profile but remains

constant from .7 to 1.7 h in the normalized unfoliated profite. These diffcrences are ;

due to increased LAl in the foliated profile. The increase in leaf area (A in Eq 2.22)
increascs drag in the foliated canopy. Also, Figure 6 shows very low stcm arca index

(SAI) above 11m (=x.8h) in the unfoliated profile. The unfoliated Uror profile re-

Fi

flects this as 8, shows no change at the h = 1.1 level.

Below h, both profiles show sccondary maxima in Upgyp.  Thus, the profiles have
similar shape bencath h, though normalized valucs of Upgr are larger in the unfoli-

ated profile. Since this profile is < 3h from the forest edge, the secondary maxima

. .
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in these profiles is a result of blowthrouyh (longitudinal transport of momentum
from the edge through the rclatively low density trunk space ). These profiles de-
monstrate the influcnce of the canopy on the flow and are intuitively quite reason-

able.

Locul canopy drag coeflicients (Figure 8) agrce with those measured by Shaw
(1987) at an unfoliated canopy top at similar stabilities (Table 6.1). Shaw reports
values between .07 and .14 for Cp It is interesting to compare figures 6.1 and 6.3.
Though Cj, shows little change betwcen the foliated and unfoliated edge fetch pro-
files, in both cases the shape of the profilc of Cp appears to be controlled by the
shape of the profile of LAI indicating some dependence on LAL. Grant (1984) in-
dicates that Cp, is not strongly dependent on the density of individual elements but
does increase abruptly as the mean flow increases above 1.5 ms=!. Thus, Cy is not
responding to increased LAl but to increased u,,. It should be noted that Grant
studied individual spruce shoots, but these ideas may partly explain the shape of

these Cp, profiles.

Comparison of foliated and unfoliated cdge fctch profiles of T1 (Figure 9) are
higher in the foliated data above the canopy, but valucs of Tlg,,, are much higher
below h in the unfoliated canopy (Table 6.10B). In the unfoliated canopy, the

TI maximum occurs around .7h. In the foliated canopy, the Tl _ maximum

utor

occurs around 1.1h. The Tlg_ . minimum occurs above canopy in both cases.

Seginer et al. (1981) presents profiles of Tlg  for a model canopy in a wind
tunncl. His values of Tl; arc near .5 in the ‘canopy’. These values are lower than
most of those measured in this study but the shape of the profile of Tl; given by

Seginer roughly corresponds te the shape of thc unfoliated profile in Fig. 9 in the
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canopy. Baldocchi ct al. (1987) presents in-canopy values of Tlg in an almond or-
chard with h=_8m and LAl ncar 1.3. In this canopy, thc absolute values of Tl;
agree within 5% with those measured in the unfoliated canopy at Coventry (Table
6.10B). Baldocchi measured Tl; at .14h and .51h which are slightly different than
the normalized measurement hcights used in Coventry. However, the general trend
of slightly increasing Tl from the trunk spacc upward toward the level of maximum
LAI is demonstrated by the data of Baldocchi and the unfoliated data collected by
this author (Fig. 9). It is interesting that these measurements in very different low
density canopies agree so well. Tiiis is an indication that the senso-s perform quite

well in flows of high turbulent intensity.

Forest fetch profiles of velocity are used, by comparison, to edge fetch profiles
to determinc the role of the edge in these flows. In the foliated forest fetch profile
of Upor there is no evident secondary maximum in the velocity profile, indicating
edge influence in this phenomena (Figure 10). Also, normalized Uy is smaller at
every level in the forest fetch run. This again points to the role of the edge which
allows longitudinal momentum transport through the low density trunk spacc to the

in-canopy sensors in cdge fcech fMlows.

Profiles of Tlg__ in foliatcd east versus west flows indicate that the Tl _ max-
imum shifts from near the canopy top in the edge fetch flow to the trunk space in
the forest fetch flow (Tables 6.2B and 6.3B, respectively). This indicates that the
edge causes increased turbulence in the canopy roughness sublayer (Finnigan, 1985)
in edge fetch flows. The profiles of Cp in foliated edge and forest fetch flows indi-
cate that Cp in thesc flows is highest in the trunk space of both profiles and larger

in the foliated canopy. It is apparent that generalizations regarding in-canopy Cy,

are difficult. The value of this coeflicient changes as a function of obstacle shape
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(leaf versus trunk) as well as with Upgp. The value of Cp, seen in Figure 12 at the
canopy top in the unfoliated profile is less than values reported by Shaw (1987)

under similar circumstances.

The normalized dispersion statistics, D, and D|, (described in Eqns. 5.53 and
5.54) are examined in edge and forest fetch foliated and unfoliated profiles. The
vertical profile of normalized D, shows a maximum in the trunk space with edge
fetch (Figure 13) in both the foliated and unfoliated profiles. In the forest fetch
profiles of D,,, (Figure 14) the unfoliated profile is bimodal with maxima in the
trunk space and near h. The foliated proﬁlé of D, here shows a maximum near h. -
The profiles of D, with edge fetch wind indicate that maximum D; occurs in the
unf‘bliated trunk space but near the level of maximum LAI in the foliated canopy
(Figure 15). The forest fetch profiles of D, (Figure 16) indicate a maximum in the
unfoliated profile near h. Notice that in Figures 13 to 16, normalized values of
D, and D, are larger in the unfoliated canopies. This is because D, and D,
at 1.8h are larger in the foliated canopy, indicating that dispersive influences are

displaced upwards by the foliated canopy.

The horizontal transects can be used to investigate conclusions drawn from the
vertical profiles. To do this, normalized values of Uror, Tlg ., Dy, and D are
taken from each run and composite contour plots are created. These plots are used
to obtain a general fecling for the spatial distribution of these variables and as a
rough way of examining the influence of the edge in two dimensions. The contour
plots were drawn by hand and the outline of the two dimensional canopy cross-

section was overlain after the contours were drawn so that the canopy outline would

not effect the positioning of contours.
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The contour plot of normalized Uy across the foliated edge (Figure 17) is gen-
crally shaped as would be expected with a secondary maximum in Uypqgp under the
canopy due to longitudinal momentum transport through the trunk spacc from the
edge. A bulge in the horizontal variation in Uyop near h in the lee of the edge may
be duc to the shape of the upper canopy surface. A similar plot of normalized
Ugpot in the unfoliated canopy (Figure 18) indicates that the unfoliated in-canopy
flow is less regular than thc air flow in the foliated canopy. This is supported by the

unfoliated profiles of Tl , and the dispersion statistics and is an intercsting result.

The contour plot of Tlg  in the foliated canopy with edge fetch (Figure 19)
shows a shape similar to Figure 17 though the contours are displaced upward. This
plot indicates that Tlg__is largest in this plot in the trunk space and in the rough-
ness sublaycr. The unfoliated contour plot of Tlg,,, (Figure 20) shows increasing
values with increasing distance into the canopy. The normalized values are larger
in the unfoliated canopy than in the foliated one becausc the disruption of the flow

at the Gill is less over the foliated canopy.

Finally, contour plots of D, and D in foliated and unfoliated canopies with edge
fetch winds arc examined. In the foliated canopy, D, appears to be increasing with
z in front of the edge and is high in the trunk space (Figure 21). In thc unfoliated
case, this plot shows a strong maximaum ncar h over 2h east of the edge (Figure
22). These plots arc diflicult to interpret though they may indicate strong cddying
in front of the foliated canopy and above the unfoliated. The contour plot of D
in the foliated canopy (Figure 23) shows DD increasing with z west of the edge and
increasing with distance into the canopy. D in the unfoliated canopy shows only

slight variation across the array (Figure 24).
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Certain conclusions can be drawn from the analysis to this point. Increased LAI
does cause increcased momeritum loss through increased drag. This result is expected
and it is clearly demonstrated by the mean velocity data. Th~ second conclusion
that can be drawn from the mecan velocity data is also intuitively appealing. This
fs the measuremert of strong secondary maxima in the velocity profiles in the trunk
space. This secondary maximum is evidence of longitudinal transport of horizontal
momentum from the edge and may be enhanced by constriction of the flow due to
the canopy. This strong sccondary maximum is seen in the unfoliated edge fetch
profile but is not apparent in the forest fetch profile indicating the edge is the major
contributing factor to this phenomena. Turbulent intensity (T, ) shows some
definite patterns in the profiles. Tlg _ is always lowest at 24m in the profile at IS
in both foliated and unfoliated flows. Generally, Tlgrer is highest in the unfoliated

canopy. The indication that flow in the unfoliated canopy is more turbulent and

less regular than that in the foliated canopy is quite interesting,

6.5 Quadrant Analysis of Data

Quadrant analysis was performed using Eqs 5.41 and 5.42. Comparison of the
quadrant analyses for the edge fetch foliated and unfoliated profiles (Tables 6.2C
and 6.10C respectively) shows a definite trend. In the foliated profile, the out of
canopy stations show much stronger concentration of points in quadrants 2 and 4.
In the unfoliated profile, this trend is not clear with quadrants 2 and 4 being weakly
dominate everywhere. This may well be a result of the incr~ sed disruption of the
flow caused by increascd LAL. It was anticipated that quadiunts 2 and 4 might be
more dominant in canopy due to filtering of the weaker, ‘diffusive’ motions in qua-

drants 1 and 3. This does not appear to be true. The forest fetch foliated and un-
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foliated profiles (Tables 6.3C and 6.11C, respectively) only weakly support the
previous contention. In the foliated profile, quadrant 2 and 4 arc strongly dominant
at all levels except 16.9m. In the unfoliated profile, quadrants 2 and 4 are strongly
dominant except at the 3m level. The discrepancy here indicates that at high LAI,
the cdge is a longitudinal source of momentum which confuscs the in canopy hole
analysis. The unexpected distribution by quadrant of u'w’ at 16.5m in the forest
fewch foliated profile may be due to local variation in the ‘surface’ formed by the
canopy top (variation in h ). At 3m in the unfoliated profile, Tl _is > I indicating

a confused flow situation.

The horizontal transccts may be usc! to investigate conclusions made using
profilc data, The foliated horizontal transect at 16.5m (Table 6.3C) shows quad-
rants 2 and 4 dominant everywhere. This is expected since all sensors are out of
canopy in this run. The unfoliated horizontal transect at 16.5m (Table 6.8C) shows
strong dominance by quadrants 2 and 4 at x,y = (71,16.5),(21,16.5), and (10,24).
At 10,16.5m, quadrants 2 and 4 do not dominate in thesc data. The foliated transect
at 11m (Table 6.5C) again shows quadrants 2 and 4 dominant at all sensors includ-
ing the two in canopy. This does not fit with previous conclusions but is attribut-
able to the very low values of Upqp during this run. in cases of low Wipgp there is
littic longitudinal cnergy penctrating the edge, thercfore the only source of momen-
tum is above the canopy and this is demonstrated by the quadrant analysis. The
unfoliated transect at 11m (Table 6.9C) shows quadrant 2 and 4 dominant every-
where.  The unfoliated transect at 3m (Table 6.6C) shows quadrants 2 and 4
strongly dominant cverywhere except at 10,3 which agrees with previous obscrva-
tions. This anomalous quadrant distribution at 10.3 again corresponds to high
Tig,,,, at this station. Baldocchi et al. (1986) reports that the time fractions are si-

mlar between quadrants, cven at large hole sizes in the almond orchard data.

ncliniui
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However, he indicates that 64% of the total stress occurs at H> 30 at .14h but he
does not divide this stress fraction by quadrant. Baldocchi attributes the lack of
difference between quadrants in his in-canopy data to ‘sloshing’ of air near the ca-

nopy floor or wake eddies behind trees.

Certain general conclusions can be drawn from the quadrant analyses. First, it
is quite clear that vertical momentum transport is the source of large variations in
U outside the canopy, in the upper unfoliated canopy and sometimes in the foliated
canopy. Secondly, the role of injection/ejection is less dominating in the unfoliated
trunk space during flows of high Tl . Thirdly, the role of injection/ ejection at
L.1h is occasionally confused in both foliated and unfoliated flows, which may be
due to local variations in h. Finally, the role of injection/ejection near the edge may
be a function of Uyrqgr since at high velocities, especially under foliated conditions,
momentum may be transported longitudinally through the trunk space. Thus, hor-
izontal advection of momentum through the trunk space becomes important, + u’
becomcs less dependent on -w’, and quadrants other than 2 and 4 become impor-
tant. The same reasoning may explain the anomalous quadrant analyses seen in the
unfoliated trunk space since maximum LAl is lowered to 9m in the unfoliated ca-

nopy. However, it is surprising that this effect is so strong with such low LAI and

the effect is also observed in a forest fetch run.

6.6 Corrclation Analysis

Cross-correlation analysis was performed on series of longitudinal velocity be-

tween sensors on foliated and unfoliated, forest and edge fetch profiles as well as
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some horizontal transects. Spatial corrclations along the horizontal transcct gener-

ally decrease with distance. It is expected that

T, = COS /) O [6.1]

where 7, is the lag at which maximum p(t) occurs, 0 is the horizontal anglc betwecen
the transect axis and the mean wind vector and L is sensor separation. This ex-
pectation is not fulfilled in most cases. Also, though some indication is given that
spatial p(t) decreases less rapidly in the unfoliated canopy, conclusions are difTicult
to draw duc to the extreme variability of p(z) between blocks in a given data set and
the low absolute values of p(t) exhibited by many of these data. This confirms the
suggestions of Panofsky and Dutton (1985, Chap. 5) that spectral analysis is more
useful than correlation analysis in the atmosphere. Spatial correlations along the
profiles gave similar results with low values of p(r) and lengths that do not system-
atically correspond to L (note that 6 in Eqn. 6.1 becomes a vertical angle in the case

of vertical profiles, thus 1, would be expected to be rclatively small in these cases).

P

Auto-correlations were performed on series of w’ because it is thought that the
integral scale (Chap. 2) of w* would shorten closer to the surface, thus this quantity
could be uscd to scale spectra at different heights. These lengths do not decrease

systematically towards the surface through the canopy so this method was not used.

6.7 Scaling of Spcctra

Scaling of spectra for general discussion is performed as discussced in Chapter 5,

with the method chosen primarily to facilitate comparison of results with other re-

searchers (Anderson, ct. al. 1980 ). However, it appcars from the overlays of in-

B |
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canopy spectra that scaling by Eqn‘. 5.37 with u. replacing U also collapses the in
and ncar-canopy spectra rcasonably well (Figures 25 and 26). Use of the Euleri-
an-Lagrangian conversion was not particularly successful in collapsing the in and
near-canopy spectra of u’, but this might be anticipated since the instruments are
in a fixed array which is a Eulerian system with respect to the flow. Finally, scaling
by 7, (Eqn. 5.38) was not successful due to the unusual behavour of this statistic

at diferent levels in the canopy as discussed.

6.8 Comparison of Foliated and Unfoliated Spectra

Spectra of u’ are compared to ascertain the effect of the foliage and of the edge.
Spectra of v',w’ and T’ from the vertical profiles are also examined to detect the ef-
fects of foliage density on these spectra. Mulitiple length scales are present at this
site due ‘. the effects of the edge, foliage, topography and the PBL. An attempt is
made to associate regions of production in the spectra with these length scales. This
is v using the relationship between vortice length and Upgy (the Strouhal number
descri  this relationship, see Hinze, 1975) and examining individual features in

unscaled spectra.

Comp...1s50n of spectra of u’ from the foliated profile (Figure 29) and the unfoli-
ated profile (Figure 30) yiclds interesting results. Uroy at the various levels are rel-
atively close between the two sets, The foliated spectra of u’ at 16.5m shows
increased S(f) around .04 Hz (unscaled) which corresponds to a length of 40m at this
Uror. This feature is not seen in the unfoliated spectra at this level. Above this

frequency unfoliated and foliated data show inertial subranges and the high fre-

quency runs indicate production at high frequencies in the canopy (Figures 31 and




111

32). In the foliated spectra at this level, the inertial subrange continues to where
Ibl becomes less steep indicating high frequency production beginning at length
scales of .85m. In the unfoliated spectra, the incrtial subrange ends at a {requency

corresponding to a length of .48m.

The differences at the high frequency end of these data are probably due to the
fact that leaves and foliated branch=s shed longer vortices than twigs and that the
LAI maximum is lower in the unfoliated data. The picduction with length scales
around 40m in thc foliated data is probably caused by the edge shedding vortices
when it is foliated that are not present when it is less dense or ‘memory’ in the flow

of terrain induced cddics.

The foliated in canopy (11m) spectra show maxima corrcsponding to length
scales of 25.5m and 7.8m in the spectra of u’ , the high frequency spectra of u’ at
this level show regions of constant S(f) which represent length scales around .4 and
.18 m. The u’ spectra at 11m in the unfoliated canopy shows production corre-
sponding to a length scalc of 19m. The high frequency u’ spectra at this level shows
production corresponding to length scales of .28 and .16m respectively. The longer
length scales in both runs may be due to ‘'memory’ of topographic influence but it
is interesting that the middle range length is not present in the unfoliated data. This
length (7.8m) is probably duc to the edge and clumps of foliage. At high frequen-
cies, the indicated lengths are remarkably similar but the nature of the spectra are
different.  The lengths indicated by the foliated u’ spectra at high frequency repre-
sent broad arcas of production, possibly rcpresenting the dynamic projection arca
of, and confused vortical shedding by, foliated branches. In the high frequency
unfcliated spectra, thesc lengths maybe manifested as discrete spikes representing

eddy shedding from cylindrical branches.

i
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The trunk space spectra (3m) of v’ in the foliated canopy show large amounts
of encrgy at high frequencies corresponding to lengths around 7.6m. The high fre-
quency u’ spectra at this level show |b| > §/3 at high frequencics agrecing with the
low frequency spectra and extending the production lengths to .2m. The trunk
space u' spectra shows increased production corresponding to a length scale of 18m.
The high frequency spectra here shows production at lengths shorter than .4m. This
comparison indicates that there is high frequency production at many scales in the
foliated trunk space. The unfoliated trunk space shows fewer lengths, with pro-
duction at lengths shorter than .4in, probably representing the unfoliated canopy

elements (trunks, etc. ).

Initial conclusions are:
1) In canopy spectra show high frequency production due to eddy shedding by ca-
nopy elements.
2) Foliated spectra show a broader range of length scales compared to unfoliated
spectra which tend to show production in narrower frequency bands.
3) These in canopy spectra show production at intermediate lengths that may be

due to terrain or edge vortices.

The horizontal transects are used to attempt to verify some of these conclusions.
In Figure 33 ,the u’ spectra at 10,24 shows production at lengths of about 44m
surrounded by regions of b = -5/3 slope. At 10,16.5m in this run, the spectra of
u’ shows a long inertial subrange. The high frequency run shows some production
at high frequencies at this level which corresponds to a length scale of .42m. High
frequency spectra from the foliated run at 71,15 show no high frequency production,

as expected. Comparison of spectra at 71,15 and 10,16.5 in Figure 34 indicates the
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role of the foliage at high frequency, note that the difference in Uy at the two

stations is < .2 ms-!.

The foliated transcct at 11m shows a u’ spectra at 10,24 which shows slight
production around 185m (Figure 35). The spectra of u’ at 10,11 in this data sct
shows some production around .48m which may be caused by folding of frequencies
caused by tower sway. The high frequency spectra (Figure 36) at this level shows
marked production at a length around .09m. The spcctra from the ilm unfoliated
transect (Figures 37 and 38) are remarkably similar, especcially at high frequencies,
indica_ting that high frequency turbulent production by the canopy is above the hi-

ghest calculated frequency here.

The horizontal transect at 3m in the unfoliated canopy (Figure 6.34) is examined.
The spertra of u’ at 10,24 shows minor production corresponding to a length scale
of 96m. The spectra of u' in the trunk space (10,3) during this run shows a short
inertial subrange interrupted by production corresponding to a length scale of 21m,
production also occurs around 11.4 and 49m. The high frequency spectra here
(Figure 6.35) shows production at 1.5 and .75m and some production at higher frc-
quencies. The shape of these spectra attests to the confused nature of the flow at

this level.

These in canopy spectra exhibit extensive incrtial subranges in many cascs. It is
truc that duc to varying wind speed and dircction, production ranges are ‘smeared’
and the region of -5/3 slope may be disrupted by ensembling but it is not correct to
say that this subrangc is not present in this canopy. Table 6.12 and Table 6.13
summarize some of the production scales indicated in the data. It is rcalized that

the estimation of length here is crude and that indicated S(f) above 0 1iz may be
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enhanced due to folding or diminished due to underestimation. (These effects may
extend to lower frequencies, especially in the lower frequency data, see Tanatichat
and George, 1984). The spectra of w show less energy at low frequency as expected
(Figures 6.36 and 6.37 ). These spectra indicate that the shape of the w spectra is
influenced by height with more high frequency cnergy apparent closer to the surface.
Spectra of v' in the vertical profiles also show more high frequency energy than do
spectra of u’. (Figures 6.40 and 6.41 ). The scaling of w* and v’ spectra by U is ap-
proximate in this study. The spectra of temperature are much smoother than the
spectra of the velocity components. This is probably a result of the fact that almost
all of these runs were obtained under near neutral conditions in well mixed bound-
ary layers. Thus T’ does not show regions of high frequency production (Figures
6.38 and 6.39 ). Finally, production is indicated at length scales between 25 and
S0m in many of the spectra, both in and outside the canopy. At higher frequencies,
production is indicated at around .4m in the foliated (and some unfoliated) in ca-
nopy spectra, All in canopy spectra show some production at lengths shorter than

«4m while the out of canopy spectra do not show this high frequency production.

The hypothesis that u’ and w’ should be out of phase is not demonstrated by
these data. The hypothesis was tested by plotting the value of the maximum co-
herence between u’ and w' versus the phase angle (not distinguishing between +
and - angles) at the frequency where the coherence maximum occurs. Most of the
data sets show maximum coherence at the lowest calculated frequency, which indi-
cates that u' and w’ are better corrclated at low frequencies. Since phase informa-
tion is lost in calculating coherence ( Chapter 5 ), the plot of coherence maximum
vs. phase angle would demonstrate systematic phasingz between these two variables
if any existed. It seems reasonable that as the value of the coherence maximum

increased, the phase angle would approach 180°. This was not seen in these data

i
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and informal results of Baldocchi ( personal communication, 1987) also fail to show

this rclationship.

Comparison of spectral data with previous rescarch is difTicuit duc to exper-
imental differences, canopy variation and the unique pature of the rescarch. An-
uerson ct. al. (1986) made measurcments over a foliated deciduous forest, scaling
frequency with (2-d )/ U. The results of this study show the inertial subrange of the
spectra centered around f = .4 Hz. In Anderson’s experiments, the sensor was at
1.3h. Studics over more homogenous surfaces, such as water (Miyake, et. al., 1970)
and grain (Kaimal, et. al, 1972) show incrtial subranges in the u’ spectra centered
near f = 1. Panofsky et. al. (1982) presents longitudinal spectra in neutral condi-
tions both downwind of water and on a hilltop. These spectra agrec more closely

with thosc of Anderson. Only Andersoa corrected z with d.

The absence of 4,,,, in the results presented herc makes comparison with the
aforementioned studies diflicult. However, though the position of the incrtial sub-
range in this study varies, it appears that it is generally shifted to slightly lower fre-
quencies than those previously mentioned. Much of the variation among spectra
in this study may be a result of the scaling uscd. The meaning of, and therefore the
specification of d in a canopy with an important horizontal momentum source is

not clear.

6.9 Structure Analysis

The structurc analysis demonstrates the complex nature of momentum transfer
cvents and the disorderly propagation of thesc events in time and space. As de-

scribed in Chap. 5, partitioning the scrics of u'w’ into different quadrants, filtedng
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by hole size and reducing the remaining scries to 0, -1, 1 (Eqn. 5.42) leaves simpli-
fied, but still noisy and complicated time series. Since varying hole size did not
substantially simplify the serics, the hole size filter was held constant at H= 1 and
a further condition was added to the algorithm. The final filter leaves only groups
of points that remain in the same quadrant at H > 1 for a specified length of time
termed the ‘gap’. After examination of many series, the most effective gap length
appears to be S seconds (Fig 47). This filtering procedure then leaves discrete events
to focus upon when comparing serics of u'w’ at different locations. This method
may be limited in this study by the length of sampling blocks, since a given block
may not show a major momentum event and the investigation of the spatial and
temporal propagation of these events is impeded by the inter-block gaps. Despite
these qualifications, this analysis can yield information, Figures 48 and 49 demon-
strate that events can somctimes be followed through the canopy using this tech-
nique. At z=3 in the trunk space in these figures, no points meet the gap = 25
criteria but a relatively strong rcgion of u'w’ in quadrant 4 is seen in the graph with
gap=0. This indicates that these events arec ‘breaking-up’ as they pass through the
canopy. The figures from the foliated transect are more representative of the data
with all three plots showing points meeting the criteria, but the temporal relation-
ship between plots is not clear (Figure 50). This problem was anticipated by the low

inter-sensor correlations in these data.

The figures from the unfoliated transect share no clear temporal relationship
between the momentum events at the individual sensors (Figure 51 and 52). There
appears to be agrcement from the two sensors closest to the edge (x = 21,x = 71)

but no corresponding event at x= 10.




Table 6.1.A Description of Foliated Data Sets

Datc Fetch | Array -z/L Stability | Comments
8/25/86 | edge | vertcal 01 neutral partly
profile cloudy
9/4/86 forest | vertical -12--.14 near cloudy
profile neutral damp
9/11/86 | edge horizontal -.04--.05 near cloudy
transect neutral
16.5m
9/22/86 | edge horizontal .08-.10 near cloudy
transcct ncutral
Ilm (stable)




Table 6.1.B Description of Unfoliated Data Sets

Date Fetch | Array ~z/L  Stability | Comments

10/18/86 | edge horizontal | -.13 near partly
transect neutral cloudy
3m

10/20/86 | edge horizontal | -2.49 strongly clear
transect unstable
Ilm

10/22/86 | edge horizontal | -.04 near clear
transect neutral
16.5m

10/29/86 | edge horizontal | -.06 near clear
transect neutral
1lm

11/18/86 | edge vertical -.16 near cloudy
profile neutral

11/23/86 | forest | vertical -.03 near partly
profile neutral cloudy
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Table 6.2.A Mecan Statistics of On‘e-hour, 5Hz Run 8:25,86. See text for expla-

nation of symbols.

Screen height temperature was 21°C during this run.

Scnsor w Uy Upor| wwiy| ww | wT'y| W | Inclusion
Position Ratio
(x.y)

10,24 J4 1541 |5.46 |-.13 -.46 04 .01

10,16.5 57 1.47 { 1.57 |-.13 -.32 -02 -1 99

10,11 -16 | 1.01 | 1.02 |.01 02 -.01 -.01 99

10,3 78 1.30 | 1.52 | .21 05 -.06 -.02 73

81,6 06 |3.20 |3.20 |-.38 -4l

10,24 45 -.05

Sonic
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Table 6.2.B Variance and Directional Statistics of One-hour, SHz Run 8/25/86.

See text for explanation of symbols.

Sensor L OQL o7 Oy le O'EH TlﬁH Ga,m_r Tli’ro‘r
Position

(xy)

10,24 235.7137.4 | .36 .84 1.14 | 1.79 | .33 1.77 32
10,16.5 287.61 19.2 | .74 .58 102 |1.01 |.69 .92 .58
10,11 268.5| 14.7 | .53 .34 2.19 | 42 42 Al 41
10,3 203.2123.0 | .74 57 .68 .69 51 .82 51
81,6 234.11 51.8 .65 9.89 | 144 | 45 1.43 45




121

Table 6.2.C Quadrant Analysis of One-hour, 5SHz Run 8/25/86. Columns are la-

beled with quadrant numbers.

H=1 H=10

Sensor |Ql [ Q2 [ Q3 {Q4 [Total | Ql| Q2| Q3| Q4| Total
Position ' Points Points

xy)

10,24 A7 (.33 |.16 .33 1861 10| 53] .02 36114
10,16.5 | .09 |.41 [.05 | .45 |6218 |.06] 00| .G1| .92]417
10,11 30 1.19 .34 1.17 | 12662 | .62 05| .00| .33 |1380
10,3 31 (.23 .30 | .17 | 8135 [.40] 01} .39 .19 7@

81,6 J3 1.38 1.09 | 40 {1400 J.02) .22 00| .76 63
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Table 6.3.A Mean Statistics of One-hour, SHz Run 9/4/86. Sec text for explana-

tion of symbols. Screcn height temperature was 18°C during this run.

Sensor w Uy | Upor| Wwy! uww | wT'y| wT' | Inclusion
Position Ratio
(xy)

10,24 04 3.5 {356 |-10 [-10 |-02 |-02

10,16.5 |.11 a1 .77 |-08 |-04 |.05 06 99

10,11 00 .47 [.47 |.00 .00 .00 00 1.00

10,3 07 .40 | .41 -02 }-02 |-01 -01 1.00

81,6 -06 |.89 .90 |-.13 -11

10,24 -08 -.01

Sonic




Table 6.3.B Variance and Directional Statistics of One-hour, 5SHz Run 9/4/86. See

text for explanation of symbols.
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a alidti,

Sensor L ¢°, | or Gy Tl | o5, | Tla,| Gtyer | Tlg,, :
Position

(x,y)

10,24 141.2] 2.3 21 S0 139 |.70 .20 70 20

10,16.5 109.0| 27.0 | .46 49 4.53 |.21 28 .16 21

10,11 108.3] 17.6 | .31 ‘ 14 85.821 .13 27 A3 27

10,3 97.5 | 148 | .28 19 285 .19 47 17 41

81,6 53.7 | 60.9 47 7.60 { .66 74 67 75
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Table 6.3.C Quadrant Analysis of Onec-hour, SHz Run 9/4/86. Columns arc la-

beled with quadrant numbers.

H=1 H=10
Sensor Q1 | Q2 |Q3 | Q4 |Total { Q| Q2| Q3] Q4] Total
Position Points Points
(xy)
10,24 A8 .36 |12 |.33 {1969 |.20] .16| 03] .60 123
10,16.5 | .04 |.55 | .01 |.40 | 7822 |.38]| 31| .19| .12]26
10,11 J3 134 |15 |38 (10223 | 15| 00| .00 .85] 557
10,3 02 1.49 [.03 |46 |7393 |.08] .00] .00y 92} 12
81,6 A7 132 |13 |38 | 1594 |.03] 05} 01 9073

o
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Table 6.4.A Mean Statistics of One-hour, SHz Run 9/11/86. See text for expla-

nation of symbols. Screen height temperature was 25°C during this run.

Sensor w Uy | Upor| Wy WI wT'y w'T’| | Inclusion
Position Ratio
(xy)

10,24 26 13.62 |363 }-53 |-73 |-14 |[-15

71,15 -2.08 399 {450 |-88 |[-16 |-07 |.01 1.00
21,165 .21 |160 |161 [-28 [-32 }-02 |-02 |1.00
10,16.5 |-1.27|280 |3.08 |-1.32 |-53 |-21 |-06 |.99

81,6 6 1340 340 |-25 |-32

10,24 .19 -10

Sonic

dchine




Table 6.4.B Variance and Directional Statistics of One-hour, SHz Run 9/11/86.

See text for explanation of symbols.
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Sensor L e, | or oy Tl | o5, | Tla,| % | Tloror
Position
(x,¥)
1
10,24 330.2122.6 | .81 102 {1389 | 1.96 |.54 1.94 53
71,15 291.51 16.6 | .46 1.10 | .53 1.43 | .36 1.61 .36
21,16.5 295,91 21.0 | .83 .74 3.60 | .96 .60 92 .57
10,16.5 288.51219 |.73 1.26 | 1.00 | 1.59 | .57 1.84 .60
81,6 352.7115.3 .67 407 | 1.44 | .42 1.42 42
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Table 6.4.C Quadrant Analysis of One-hour, 5Hz Run 9/11/86. Columns are la-

beled with quadrant numbers.

H=1 H=10

Sensor |Ql Q2 |Q3 | Q4 |Total [Q1]| Q2| Q3] Q4] Total

Position Points Points

(x,y)

10,24 & 17 1.36 .12 |.36 | %69 |.04| .04] 00] 92|53

71,15 J4 1.19 |.31 | .35 |14080 |.30| 31| 03] .36]2474
| 21,165 |09 |42 |.14 | .36 | 7706 |.06] 00| .00] .94] 372

10,16.5 | .14 | .33 |.11 |[.41 | 9833 |.29] 05| .00 .66 | 285

81,6 A5 140 .13 |33 [1593 [.05) 21| 06| .68 ] 101
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Table 6.5.A Mcan Statistics of On;c-hour. SHz Run 9/22/86. Secc text for expla-
nation of symbols. Screen height tcnipcmturc was 15.5°C during this run. Station

designated by ‘t’ shows inconsistent data possibly indicating instrument malfunc-

tion.
Sensor w Uy | Upor| UW'WL| uw'wW, | wTy| wT' | Inclusion
Position Ratio
(x,y)

10,24 03 |1.85 {185 [-19 [|-20 |.0S 04

0,11t -.1011.89 {219 {-46 |-10 |-26 |-01 93

21,11 J4 148 |.50 |-.08 -08 |-01 -.02 1.00

10,11 -21 .44 |48 }-02 |-02 |-01 .00 92
81,6 A3 169 1169 |-06 |-10
10,24 -.02 .01

Sonic

Bttt s e o av e T d s e
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Table 6.5.B Variance and Directional Statistics of One-hour, SHz Run 9/22/86.

See text for explanation of symbols.

Sensor | L e*, | ot o, Tly | o5, | Tly,| %80 | Thie:
Position

xy)

10,24 3470213 | .80 |.59 |19.56]1.11 |60 |1.10 |.60
71,11 2843204 199 (.70 |69 |96 |.55 |1.14 |.56
21,11 278.1|190 | .51 |29 212136 |.76 |.30 60
10,11 29491249 |.a5 .24 [1.17 |24 |59 |.28 61
81,6 351.4] 11.0 36 1270 |84 |.50 |.84 49
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Table 6.5.C Quadrant Analysis of Onc-hour, 5SHz Run 9/22/86. Columns are la-

beled with quadrant numbers.

H=1 H=10

Scnsor Q1 | Q2 | Q3 Q4 |Total |Ql]| Q2] Q3| Q4] Total
Position Points Points
(xy)

10,24 A6 135 |13 .37 (1898 |.22| .24) 01| .54 102
71,11 0 [.32 |46 | .43 | 8570 |.35] 46| .00 .20 ] 468
21,11 07 {00 |.00 |93 |2428 |.00| 00| .00] 1.000 385
10,11 Jd2 138 |18 | .32 [ 10021 {.27f 00f 00| .73]431
81,6 A3 145 (.01 |31 | 1336 |.05) 09] 06| .80] 107
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Table 6.6.A Mean Statistics of One-hour, SHz Run 10/18/86. See text for expla-

nation of symbols. Screen height temperature was 11.0°C during this run. Staion

marked with ‘t" shows inconsistent data and may be influenced by instrument mal-

function.
Sensor w Uy | Uror| WWy| u'w, | WT'y| WT', | Inclusion
Position Ratio
(xy)
10,24 33 |3.82 |384 [-10 |[-28 |-10 |-07
71,3t -1.7513.74 {412 |-.63 -35 |-15 }-13 1.00
21,3 26 (1.25 {1.28 |.00 -.03 -04 |-04 1.00
10,3 -12 | 170 | 1.71 }.06. A0 -.08 -.08 87
81,6 30 |3.46 |3.48 |.02 -11
10,24 14
Souic

=

e abicd

i 2 e ko
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Table 6.6.B Variance and Directional Statistics of One-hour, 511z Run 10/18/86.

Sec text for explunation of symbols.

Sensor L a°, | oy oy Tly | a5, | Tla, | %60 | Tlerer
Position

(x,y)

10,24 711250 1 .88 |.82 1249 |1.65 .43 |164 |.43
71,3 21.6{141 |.76 |1.12 |64 |18 |.32 |137 |.33
21,3 29530173 {118 |.22 |82 |44 |36 |.44 34
10,3 31791262 |.71 |36 [312 |.81 [.50 .92 62
81,6 208.1 | 20.7 47 |1sa |1.29 |37 128 |37

FERRAA ',,i, '\\\:“j‘

1 e
ot

SRS 5 VI SUPVRDN SO

et P et mimthe e
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Table 6.6.C Quadrant Analysis of One-hour, 5SHz Run 10/18/86. Columns are la-

beled with quadrant numbers.

H=1 H=10
‘Sensor Q1 Q2 Q3 | Q4 |Total | QI | Q2| Q3| Q4| Total
Position Points Points
(x,y)
: \'10,2.4 22 |32 .07 |30 | 2229 |.08] 46| 17| 29]217
" =L 11,3 |7 (28 |23 {33 | 770 (13 15| 00| 72 540
213 AL | 46 | .13 [.30 18267 .03] 00| .17| .80 431
103 31 .18 [ .38 |13 | 8332 |.32] .00f 38| .29]217
| 816 20 .34 1.16 |30 2043 |.14] 35 i22 29 251 :
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Table 6.7.A Mecan Statistics of One-hour, SHz Run 10/20/86. Sce tcxt for ey, 1a-

nation of symbols. Scrcen height temperature was 18.0°C during this run.

Scnsor w uy Upor| w'w'y| uw'w [ wTy| wT' | Inclusion
Position | Ratio
(x,y)

10,24 21 247 (248 |-.01 -04 -06 |-07

71,11 -91 (265 [280 |-27 [|-20 |-05 }[-04 |.99

21,11 35 [.90 .96 |-.01 -02 ].00 -.02 1.00
10,11 -47 1115 |1.24 |-07 |-06 |-08 |-05 |.86

81,6 24 (211 j212 |.01 -.04

10,24 .00

Sonic




Sec text for explanation of symbols.
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Table 6.7.B Variance and Directional Statistics of One-hour, 5SHz Run 10/20/86.

Sensor L ¢°, | oy Gy Tl | o5, | Tla,| %8per | Thipor
Position

(x,y)

10,24 29291521 | .37 .45 1209 |.73 (.30 |.73 .30
1,11 289.7)152 |.43 |75 | .84 |30 |31 |9 33
21,11 2141197 |55 |1 |32 |24 |27 |22 2
10,11 29431286 1102 |46 |1.22 {44 |41 |.60 .56
81,6 300.5 | 48.1 29 |120 |74 |35 |74 |35

i
. 1
[T | 1

e i e bl s br i 2

e s s o i ik AL 2 2

bt e
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Table 6.7.C Quadrant Analysis of One-hour, SHz Run 10/20/86. Columns are la-

beled with quadrant numbers.

H=1 H=10
Sensor | Q1 | Q2 | Q3 .Q4 Total |Ql| Q2| Q3| Q4| Total
Position Points Points
(x,y)
10,24 24 1.29 |23 |.25 | 2806 (.15 37| .23| .26 | 647
71,11 d6 |34 |14 | .36 (9099 | .01 .13} 00| .86] 319
21,11 00 | .44 |04 |.51 [4500 |.00| .00 02| .98]324
10,11 A3 .31 120 |37 | 7160 | .08 49| 00| .43 | 286
81,6 20 |.35 |09 |.37 | 1716 |.13| .26 ] 20| .41 206 .

“ 4.4~AJ.M..11<M..‘.~.‘LJM;-J
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Table 6.8.A Mean Statistics of Oné-hour, 5Hz Run 10/22/86. See text for expla-

nation of symbols. Screen height temperature was 19.0°C during this run.

Sensor w Uy | Upor| WwWy| ww) | wT'y| wT | Inclusion
Position Ratio
(x,y)

10,24 42 13.54 13.56 |.04 -68 |-13 |-08

71,15 -45 270 | 274 |-54 |-42 |-07 |-07 |.86
21,165 |.21 |200 201 |-09 |-14 |-10 |-11 1.00
10,16.5 |-07 |2.55 j255 |-10 [-09 |-22 |-22 }.78

81,6 00 (213 {213 {.08 .08

10,24 09

Sonic

ettt i it
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Table 6.8.B Variance and Directional Statistics of One-hour, SHz Run 10/22/86.

‘See text for explanation of symbols.

Sensor | £ o, | or | ow | Thy | o5, | Tloy| on | Thoge,
Position

(x,y)

1024 |237.5(78.1 |.71 |.64 |151 |255 |2 |253 |7
7,15 27011352 | 131 |10l |3.28 [142 |60 |147 |.62
21,165 [305.2]93 |.52 {46 [217 |84 |42 |83 |1
10,165 {314.8]299 {123 | 103 |19.00]136 |.61 149 |.75
1,6 {28776 | |43 1126 | .59 126 |.59

e ke £ itk i sttt v b e
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Table 6.8.C Quadrant Analysis of One-hour, SHz Run 10/22/86. Columns are la-

beled with quadrant numbers. 3

H=1 H=10

Sensor {Ql | Q2 1Q3 | Q4 |Total |Q1} Q2| Q3| Q4] Total

Position Points Points

xy)

10,24 1 .37 120 |32 1758 J.00] 01] 00} 99|74
7,15 |.16 |.41 |.10 |34 | 6835 |.06| .78 00| .16 273
21,165 | .25 | .42 | .02 |.32 |8518 |.25] 00| 00 .75] 610

10,16.5 |.26 |.29 .22 |.23 | 12164 | 31| .15} .17| .3814310

81,6 26 |21 |31 |22 12617 |.38) 17| 23| 22| 444
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Tablc 6.9.A Mean Statistics of One-hour, SHz Run 10/29/86. See text for expla-
nation of symbols. Scrcen height temperature was 20.0°C during this run. The
station marked with ‘t’ shows inconsistent data and may be influcnced by instru-

ment malfunction.

Sensor w Uy | Upor| W'Wy| u'w | wWTyi wT' | Inclusion
Position , : Ratio
(x,y)

1024 |32 1474 [475 [-65 |-.80  -.‘16- [ -18
e 236|447 | 505 {108 [-28 |-21 |05 |100
21|55 | 248 |254 -8 |-61 |-04 |-01 [1.00
o1 |-87 {190 |209 [-37 |11 |12 |12 100
816 |36 |a26 |a27 |11 [-26

10,24 28

Sonic

i
ik

etk




Table 6.9.B Variance and Directional Statistics of One-hour, SHz Run 10/29/86.

See text for explanation of symbols.

[N S

Sensor | L o, Jor |ow | Tl | o, | Tlay| %%er | Tloror
Position

(x,y)

10,24 319.6/19.8 | .42 |1.15 |3.60 | 192 |41 |190 |.40
71,11 291.2{162 | .55 122 |.52 |1.52 |34 | 175 |35
21,11 31381151 |.54 .84 |153 123 |50 [135 |.53
10,11 292.5[186 |46 |72 |83 [93 |49 104 |.50
81,6 327.6 12.4 67 [186 |1.50 |35 149 |35

i
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Table 6.9.C ‘Quadrant Analysis of One-hour, Sliz Run 10/,29/86. Columns are la-

beled with quadrant numbers.

H=1 H=10
Sensor | Q! Q2 | Q3 | Q4 |Total |Ql} Q2| Q3| Q4] Total
Position Points Points
(x.y)
10,24 Jd6 | .35 §.14 .36 11871 | .09] 42] 00) .49]45
71,11 J4 123 1.26 | .37 12886 | .32 40} 01] .27} 1359
21,1 04 1.42 .01 |.54 |10860|{.02] .00 .00 .98 |90
10,11 12 .56 30 }.33 | 12623 | .31 .21 01 47 1060
81,6 A8 135 |15 }.31 197;3 A1) 37) 06] .46] 134

142

i)
]
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Table 6.10.,A Mean Statistics of Orz2-hour, SHz Run 11/18/86. See text for expla-

nation of symbols. Screen height temperature was 9.0°C during this run.

Sensor | W Uy | Gror| WWy -l.-l-'_'-l wT'y| w'T' | Inclusion
Position Ratio
(xy)

10,24 S8 393 |397 .1 |-07 |04 [-01

10,16.5 |-43 |232 |236 |-73 |-68 |09 .10 |.80
10,11 41 | 125 {132 {-12 |-14 |08 a3 |.57

10,3 1.07 {144 {180 |35 |-01 |.14 |[-04 |[.38
81,6 -02 |341 {341 |-01 ].00

1024 |.26 1-.02

Sonic
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Table 6.10.B Variance and Directional Statistics of Onc-hour, SHz Run 11/18/86.

Sce text for explanation of symbols.

Sensor L o, | or oy | Tly | o5, | Tlo,| %o | Tloger
Position

(x,y)

10,24 230.5/16.0 | .42 |1.15 |3.60 | 192 | .41 1.90 40
10;16.5 |247.9] 357 | .97 1.15 | 830 | L.11 |.55 1.16 57
10,11 294.5/138.1 | 191 .59 3.8 |.63 }|.76 .71 1.00
10,3 338.2137.1 1.94 ) | 88 26 |.90 1.08. .86
81,6 231.6| 28.0 41 | 25.10] 117 | .34 1.17 34
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i
]
Table 6.10.C Quadrant Analysis of One-hour, 5SHz Run 11/18/86, Columns are é

labeled with quadrant numbers.

H=1 H=10

Sensor |[Ql | Q2 | Q3 | Q4 |Total | Q1| Q2 Q3» Q4 | Total
Position | | Points Points |

(x,y)

1024 |25 |25 |25 |25 [2813 | 24| 31| 22| 22| 078 o

10,16.5 | .04 | .48 |.01 |.47 |5129- {.60| .04] .00]| .96:| 27

i
TP 1 O

10,11 6 |42 1.03 |.39 [4569 |.294 .18 .00} .54 28

10,5 26 | .27 .23 .24 16194 |.25] .22 .25] .28 3367

81,6 21 |26 |.26 |.27 [3418 |.22)°.25] .26) .27 | 2568




Table 6.11.A. Mecan Statistics of One-hour, 5Hz Run.11/23/86. Sec text for expla-
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nation of symbols. Screen héight temperature was 10.06 C during this ru‘n.. -

Sensor
Position

(xy)

w

Uy

UroT

1 I“
Uwy

[

uwl

WI‘TIH

e
wF|

~

| Inclusion

Ratio

10,24

10,16.5

10,11

10,3

81,6

10,24

Sonic

.26

27

1-.29

61

-1.25

.02

9.82

2.55

1.36

2.06

2.42

9.83

2.56

1.39

2.14

2.72

-74

07

-11

-1.00 -

-45

.1.04

-10

12

-31

-.40

-.10

-.06

01

.26

-.06

.1

-.05

.28

.03 ©

.80

.87

88
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" Table 6. l'l.B Variance and Directional Statistics of One:-hour, 5Hz Run 11/23/86.

See text for explanation of symbols.

Sensor L GOL | or Ow le oﬁH TIHH : aﬁ']‘o‘l‘ TIGTOT
" Position | | '

(xy)

10,24 10571569 |94 |.96 [3.65 |3.54 |.36 |3.53 .36
10,16.5 | 72.1]39.6 123 {123 |a16 | 191 |95 190 |.94
10,11 79.2 29.2 132 | .63 |264 |68 |57 |.75 62
10,3 11081377 |.11 | 236 1422 | 206 |1.14 | 198 ' |1.05
81,6 163.8 | 30.7 143 |1.14 [1.29 | .54 |1.45 .53
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Table 6.11.C Quadrant Analysis of One-hour, 5Hz Run 11/23/86.

labeled with quadrant numbers.
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Columns are

[  H=1 H=10
Sensor |Ql Q2 | Q3 | Q4 {Total [ Q1] Q2] Q3| Q4] Total
Position Points Points |
(x.y) | -
10,24 20 |.33 14 77‘.33 2003 02 '.1‘77 0l ”.80 1729
10,16.5 | .32 [.20 |.29 |.19 | 12254 |.11] 37| .00 .52} 827
10,1 l. Jd9 1.32 .20 | .28 {9102 {.03] 00| .00} .97} 39
10,3 ‘ 24 1.28 | .20 |.28 | 10699 | .53| .00 .00| .47 3367
81,6 24 33 1.16 | .27 j2097 |.18) 03} .07 731228

: . : . 1 . .
ettt et b scsion Lot st btan il
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Table 6.12 Production Lengths Indicated by Longitudinal Velocity Spectra In Edge

Fetch Winds
Sensor Foliated | Length -z/L | Stability
Position Scales
(xy) (m)
10,16.5 y 1 40, .85 .01 neutral
10, 16.5 |n 48 - -12 | near neutral
10,11 y 25.5,7.8, 4, .18 .01 neﬁtral
10,11 n 19, .28, .16 -12 near neutral
10,3 y >.2,16 01 | neutral
10,3 n 18, 4 -12 near neutral
1024 |y a4 -04 | near neutral
- 10,165 |y | 4 -04 near neutral
10,24 y 185 09 near neutral
(stable)
10,11 y 48, .09 .09 near neutral
‘ (stable)
71,11 y 27 09 near neutral
(stable)
10,24 n 96 =10 | near neutral
10,3 n 21, 114, 4.9, 1.5, .75 -10 near neutral
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Table 6.13 Speculated Sources of Production Shown in Table 6.12

Sensor
Position

(x,y)

Foliated

PBL

(m)

- Terrain

(m)

. Edge

(m)

Inter-
Tree |

(m)

Foliage

(m)

©10,16.5
" 10, 16.5
10,11
10,11
10,3
10,3
. 10,24
' 10,16.5
- 10,24
;lOJl
LI
1024
103

B )

B

185

40

44

96

25.5
19

18

27

21,114

|

1.6

‘4.9

85
48
4,18
28,16

09
48,.09
.09

15,75
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Fig. 6 The diatribution ot leaf area with hoiq\t
in the foliated (F) and untoliatod eanopy (U). The
profiles are at x=21.
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Fig. 8 Vertical profiles of drag coefficients in
foliated (F) and unfoliated (U) canopies at x=10.
One hour average with edge fetch winds. Height is
normalized by canopy height (H).
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Fig. 9 Vertical profiles of turbulent intensity
at x=10 in the foliated (F) and unfoliated (U)
canopies with edge fetch winds. Turbulent intensity
is normalized by turbulent intensity at 24m.

Height is normalized by canopy height (H). One
hour averages.
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Fig. 10 Vertical profiles of velocity in edge
fetch (E) and forest fetch (F) flows at x=10 in the
foliated canopy. Axes are nornalized as in Fig. 7
One hour averages.
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Fig. 11 Vertical profiles of turbulent intensity
in edge fetch (E) and forest fetch (F) flows at

x=10. One hour average in foliated canopy. Axes
normalized as in Fig 9.
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Fig. 12 Vertical Profiles of drag Coefficients in
the foliatedq (F) and unfoliated (y) canopy with
forest fetch winds. oOne hour averages with axe,
Rormalized ag Previously.
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Fig. 13 Vertical profiles of vertical dispersion
in the foliated (F) and unfoliated (U) canopy with
edge fetch winds. Vertical axis normalized as 3
previously. One hour averages. !
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Fig. 15 Vertical profiles of longitudinal dispersion
in the foliated (F) and unfoliated (U) canopies
with edge fetch winds. One hour. average with
vertical axis scaled as previously. ‘ o
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Fig. 17 Contour plot of Uver /Uwriem in and near
the foliated canopy. (Canopy cross-section dashed)
Actual data values are shown and are indicated by
(+). The data value at coordinate point 10,24 is
1.00 by definition. This plot is a composite of

onelhour averages. Vertical scale equals 2X horizontal
scale.
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Fig. 18 Contour plot of Urer/Unriwae in and near the
unfoliated canopy. (Canopy cross-section dashed)
Actual data values are shown and are indicated dy
(+) . The data value at coordinate 10,24 is 1.00 by
definition. This plot is a composite of one hour
averages. Vertical scale equals 2X horizontal scale.
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Fig. 30 Contour plot of TI/TIwv.2e in and near

the unfoliated canopy. (Canopy cross-section
dashed) Actual data values are shown and are
indicated by (+). The data value at coordinate
point 10,24 is 1.00 by definition. This plot is a
composite of one hour averages. Vertical scale
equals 2X horizontal scale.
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Fig 21 Contour plot of Dw in and near the foliated
canopy. (Canopy cross-section dashed) This statistic
is a normalized indicator of vertical dispersion.
Actual data ' values are shown and are indicated by
(+). The data value at coordinate point 10,24 is
1.00 by definition. This plot is ' & composite of

onolhour averages. Vertical scale equals 32X horisontal
scale. - ‘ '
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Fig. 22 Contour plot of Dw in and near the unfoliated
canopy. (Canopy cross-section dashed) This statistic
is a normalized indicator of vertical dispersion.
Actual data valueés are shown and are indicated by
(+). The data value at coordinate point 10,24 is
1.00 by definition. This plot is a composite of
onclhcur averages. Vertical scale equals 23X horizontal
scale.
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Fig. 25 In and near canopy spectra of u' scaled
by ugy (as shown) with + = 16.%5m, 4 = 11m and

3m. In the foliated canopy at x=10.
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Fig. 26 In and near canopy spectra of u' scaled
by us (as shown) with + = 16.5m, &¢ = 1lm ando = 3m,

In the unfoliated canopy at x=10. S Hz ensemble
averages of 10 consecutive 6 minute runs.
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Fig. 28 In and near canopy spectra of u'
by Lagrangian scale (as shown) with + = 16.5m, 4 =
1lm and © = 3m. In the unfoliated canopy at xr .
5 Hz ensemble averages of 10 consecutive 6 mi: 2
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rig. 29 Spectra of u' from the vertical profile
at x=10 in the foliated canopy with ¢ = 24m, + =
16.5m, 4 = 11m and o = 3m. Szectra are 5 Hz
ensemble averages of 10 consecutive 6 nminute runs.
Edge fetch winds.
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ilm and ¢ = 3m. Spectra are 20 Hz ensemble averages

of 3 consecutive 100 sec runs. Edge fetch wind.
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Fig. 32 Spectra of u' from the vertical profile

at x=10 in the unfoliated canopy with + = 16.5m.,A
= 1lm and O = 3m. Spectra are 20 Hz ensemble

averages of 3 consecutive 100 second runs. Edge

fetch winds.




=

|

=

100 -

.00!

A *
5, .
) '\ P;
Zy
| Iy
X
wo
a qpo
i A WO
s *, %0
'y
R
A‘*+
LI L] J 1 ]
0 00! |.00 [00.00
f=nlju

Fig. 33 Spectra of u' in horizontal transect
with ®& at 10,24, © at 10,16.5 , o at 21,16.5 and +
at 71,15. Spectra of 5 Hz ensemble averages of 10
consecutive 6 ninute runs. Foliated
edge fetch winds.
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edge fetch winds.
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Fig. 36 Spectra of u' in horizontal transect

with + at 71, 11, & at 21,11 and o at 10,11.
Spectra of 20 Hz ensemble averages of 3 consecutive
100 second runs. Foliated canopy and edge fetch winds.
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Fig. 37 Spectra ©of u' in horizontal transect

with ¥ at 10,24, + at 71,11, a4 at 21,11 and © at
10,11. Spectra of 5 Hz ensemble averages of 10
congecutive 6 minute runs. Unfoliated canopy and
edge fetch winds.
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Fig. 41 Spectra of w' from the vertical profile
at x=10 in the foliated canopy with # at 24m, + at
16.5m , 4 at 11lm and © at 3m. These spectra are 5
Hz ensemble averages of 10 consecutive 6 minute
runs with edge fetch winds.
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Spectra of w' from the vertical profile
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Fig 43 Spectra of temperature from the vertical
profile at x=10 in the foliated canopy with ¥ at
24m, + at 16.5m4at 1lm and © at 3m. Spectra are

5 Hz ensemble averages of 10 consecutive 6 minute
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Fig. 44 spectra of temperature from the vertical

profile at x=10 in the unfoliated canopy with # at
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are 5 Hz ensemble averages of 10 consecutive 6
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Fig. 47 This figure shows u' w' conditioned by
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of a) 0 b) 5 ¢) 15 and @) 25. This data was
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Chapter VII

Conclusions

Conclusions are mainly based on the comparison of foliated and unfoliated sta-
tistics to assess the role of the canopy and the comparison of in-canopy and out-

of-canopy fows to asscss the role of the edge.

The mean statistics indicatc that canopy drag dissipates momentum and that this
effect is proportional to LAI as expected. The edge provides a longitudinal source
of momentum to in canopy, edge fetch fluws as the wind penetrates the rclatively
low density trunk space. This causes a pronounced sccondary maximum in the in-
canopy velocity profiles in most foliated flows and some unfoliated flows. These
flows show very high turbulent intensities, especially in the unfoliated trunk space
which is due to eddy shedding by the trunks which is at detcctable scales which are
not quickly damped. This is contrasted with eddies shed by twigs and leaves which
contribute less to the total variance and are quickly dissipated. These conclusions

arc confirmed by the spectral analysis.
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The canopy drag cocfTicient is sensitive to LA] and mean velocity in this canopy.
Valucs of canopy drag dctermined in this study agree well with the obscrvations of
other researchers. Generally, normalized dispersion is higher in the unfoliated ca-
nopy than in the foliated which corresponds to the obscrvation that TI is highest in

the unfoliated canopy.

Quadrant analysis confirms that the cdge is an important source of to the in-ca-
nopy velocity ficld near the edge. Quadrants 1 and 3 often show a large percentage
time fraction, even for strong momentum transfer events at in-canopy sensors at this
edge site during edge fetch flows. Spectral analysis demonstrates that there are sig-
nificant sources of high frequency turbulent production in the canopy. An in ca-
nopy length scale around .4m is indicated in = foliated canopy as the longest canopy
scale. This length is also occasionally secn in the unfoliated canopy. Production
also occurs at most lengths between .4m and f,, in the foliated canopy. In the
unfoliated canopy, the high frequency prc;duction occurs at more discrete lengths,
though these vary between data sets, while in the foliated canopy the production is
smeared over a greater range of lengths in a given data set. This .4m length is
probably caused by clumps of leaves, higher frequencies are the result of trunks,
branches, lcaves and twigs. The smearing in the spectra scen in the foliated data
are probably due to the fact that foliated vegetation accounts for a greater range
of lengths than unfoliated vegctation. There arc regions where b= -5/3 in most in
canopy spectra. Also, the temperature spectra in canopy arc smoother than the
velocity spectra, indicating that the temperature ficld is more homogcnous than the

velocity ficld.




200

Finally, the structure analysis techniques discussed demonstrate the complex
nature of individual gusts in the in and near-canopy flow ficld. This techniquc is still

crude, but offers a tool for cvaluating the nature of individual flow events.
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Ap_endix A Software Systems

The computer system used in these eapcriments was purchased from Data-

Translation Inc. and is marketed with a set of modula:, Fortran, device access sub-

S N ORI

routines which provide acccess to the D - D and some control of sampling modes.
Initially, a set of sampling software which accessed the Data-Translation routines
and provided interactive control of sampling parametcrs was put-up on the system

by Wildfire Software, Inc. As is typically the case using packaged software in a

specialized application, the existing software had to be modified and and expanded
to fit the specialized needs. Since all analysis could not be performed on the LSI
11/23, a link to The University of Connecticut main frame computer (IBM 3084)

had to be established. 1

The sampling program is named REC64 and is a modified version of a Wildfirc
Softwarc program. REC64 is a Fortran program which accesses Data Translation
subroutines and provides a menu of sampling options. The user controls frequency,
length of block, number of blocks, channels sampled (up to 64), etc. The program
also allows a brief description of the run to be entcred as text and sensor identifi-

cations to be associated with the corresponding channel. For instance, channel 1
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may be assbciated with F 31 which would mean the signal from wire 1 of TFWOES
23 is on channel 1. This feature becarnc the heart of the system, as channel tags
associated sensors and channels throughout the processing routines. This program
yielded mean statistics to the screen for inspection and allowed the data set to be
stored if desired. Credit for development of the DEC-1BM transfer software is given
to Mr. John Sieval who developed a coherent, flexible system for data transfer and
access. The first step was to write code that allowéd an automated transfer to iapé
of multiple files, in a format easily accesible to the IBM. This was accomplished
by a program named WLDWND which allows up to 20 files to be reformatted and
moved to 9-track tapes in a given run. Sieval then expanded on code written by the
author on the IBM and the calibration program as coded by Mr. Wang, to translate
the DEC format tapes to yicld data files of physical quantities on IBM system disk

packs.

This is accomplished in two steps. First, the tape is catalogued cn the IBM
system as a non-labeled, read only tape. Next, the system exec named LODIND is
run on the IBM. This exec reads a specified tape and creates an index file which
contains sensor, channel and run information as specified in REC64, for each data
file on tape. The second step is to run a systcm excc named LODDAT. This exec
associates a specified calibration file with data in a specified data sct and completes
all voltage to physical quantity conversions by associating calibration polynomials
in the calibration file, which are identified by sensor 1Ds, with sensor IDs in the
index file which designate channels. The calibratin polynimials require zero voltages
for both the triple-films and the WOES channels. In REC64, runs are designated
as zero runs and this information is now available to the calibration file by way of
the index file. Average zero run voltages are actually calculated in the calibratin

program. LODDAT accesses the last zero run that was loaded when the zero values
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are required. The final step performed by the LODDAT exec is a write to system
user disk where the data is accessible to analysis programs. Somc associated soft-
warc was also written, such as an interactive PRTVOL cxec which will dump raw
voltages to the screen, and a similar PRTDAT exec. These peripheral programs
were primarily used to troubleshoot the system and were not olten used after the

system had becn tested.




